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Abstract The first European mission dedicated to the exploration of Jupiter and its icy moons (JUpiter ICy moons Explorer—JUICE) will be launched in 2022 and will reach its final destination in 2030. The main goals of this mission are to understand the internal structure of the icy crusts of three Galilean satellites (Europa, Ganymede, and Callisto) and, ultimately, to detect Europa's subsurface ocean, which is believed to be the closest to the surface among those hypothesized to exist on these moons. JUICE will be equipped with the 9 MHz subsurface-penetrating radar RIME (Radar for Icy Moon Exploration), which is designed to image the ice down to a depth of 9 km. Moreover, a parallel mission to Europa, which will host onboard REASON (Radar for Europa Assessment and Sounding: Ocean to Near-surface) equipped with 9MHz and 60MHz antennas, has been recently approved by NASA. The success of these experiments strongly relies on the accurate prediction of the radar performance and on the optimal processing and interpretation of radar echoes that, in turn, depend on the dielectric properties of the materials composing the icy satellite crusts. In the present review we report a complete range of potential ice types that may occur on these icy satellites to understand how they may affect the results of the proposed missions. First, we discuss the experimental results on pure and doped water ice in the framework of the Jaccard theory, highlighting the critical aspects in terms of a lack of standard laboratory procedures and inconsistency in data interpretation. We then describe the dielectric behavior of extraterrestrial ice analogs like hydrates and icy mixtures, carbon dioxide ice and ammonia ice. Building on this review, we have selected the most suitable data to compute dielectric attenuation, velocity, vertical resolution, and reflection coefficients for such icy moon environments, with the final goal being to estimate the potential capabilities of the radar missions as a function of the frequency and temperature ranges of interest for the subsurface sounders. We present the different subsurface scenarios and associated radar signal attenuation models that have been proposed so far to simulate the structure of the crust of Europa and discuss the physical and geological nature of various dielectric targets potentially detectable with RIME. Finally, we briefly highlight several unresolved issues that should be addressed, in near future, to improve our capability to produce realistic electromagnetic models of icy moon crusts. The present review is of interest for the geophysical exploration of all solar system bodies, including the Earth, where ice can be present at the surface or at relatively shallow depths.

1. Introduction

The exploration of the internal structure of a planet has been a formidable challenge since the early developments of pure and applied geophysics. The first attempts to apply physical concepts and measuring techniques to investigate the terrestrial subsurface date between the end of the nineteenth century and the beginning of the twentieth [Dobrin and Savit, 1960; Telford and Sheriff, 1990]. A revolution in exploration geophysics started in the 1960s with the development of a new generation of high-speed digital computers. This resulted in a rapid improvement of all basic techniques (gravity, magnetic, electrical, electromagnetic, and seismic) and the introduction of new ones, which consolidated the basis of modern geophysical exploration methods. The transparency of ice and snow to high-frequency radio waves (MHz range) was observed in Antarctica as early as 1933 [Waite and Schmidt, 1962, and references therein]; even though the proof of such physical phenomenon was given in the 1950s when U.S. Air Force pilots, landing on the Greenland Ice Sheets, systematically reported errors in aircraft altitude estimated by radar altimetry. This accidental observation led Waite and Schmidt [1962] to demonstrate that a radar altimeter (the SCR 718 operating at 440MHz) could measure the thickness of the polar glaciers,
thus starting the era of radio echo sounding (RES) [Annan, 2002]. A few years earlier, El-Said [1956] had attempted to determine the depth to the water table in a desert soil using the interference between direct air-transmitted signals and signals reflected from the top of the water table, showing that radio waves can also penetrate dry geological materials. It is now known that the radio wave absorption characteristics of ice and dry sand are more the exception than the rule, as the presence of water (especially when rich in electrolytes) in rock and soil pores can greatly enhance radio wave absorption [e.g., Stillman and Grimm, 2011].

On Earth, deep penetration of high-frequency radio waves, i.e., on the order of a few kilometers, has been extensively reported only through the Greenland and Antarctic ice sheets [e.g., Gudmundsen, 1971; Dowdeswell and Evans, 2004; Siegert et al., 2005]. Similarly, dry and cold geological materials forming the outer shells of rocky and icy planets (and satellites) are also favorable environments for deep radio wave propagation, as first shown by the dielectric measurements performed on lunar rock and soil samples collected during the Apollo program [Strangway et al., 1969]. Moreover, early studies on subsurface radio wave propagation determined that this technique could be implemented to image buried geological structures without requiring a physical contact between antenna and soil. Thus, ground-penetrating radar (GPR) became a suitable geophysical technique for planetary exploration.

Two different experiments involving subsurface radio wave propagation were tested during the Apollo 17 mission: the surface electrical properties (SEP) experiment onboard the Lunar Roving Vehicle [Simmons et al., 1973] and the Apollo Lunar Sounder Experiment (ALSE) onboard the Apollo spacecraft [Porcello et al., 1974]. SEP, based on the technique developed by El-Said [1956], was devoted to examine the electrical properties of the upper portion of the lunar subsurface (about 2 km) and showed that the investigated layer behaves like a dielectric insulator. ALSE, instead, was a coherent surface penetrating radar operating at three different frequencies (5–5.5, 15–16.5, and 150–166 MHz) that imaged the bottom of various buried craters and detected several subsurface geological units, like those in Mare Crisium, up to a depth of about 1000–1400 m [Maxwell and Phillips, 1978]. After this first attempt, more than twenty years passed before a new planetary mission devoted to subsurface geophysical investigations was planned. In the 1990s and early 2000s, Mars became the main focus of the NASA and European Space Agency (ESA) planetary exploration programs, and several payload proposals included a GPR as the most suitable subsurface sounder [e.g., Barbín et al., 1995; Ori and Ogliani, 1996; Okada and Ono, 1998; Olhoeft, 1998; Picardi et al., 1999; Berthelier et al., 2000]. The first successful mission was the ESA spacecraft Mars Express, launched in 2003 [Chicarro et al., 2004], which was equipped with a multifrequency (1.8, 3, 4, and 5 MHz) coherent orbiting GPR known as MARSIS (Mars Advanced Radar for Subsurface and Ionosphere Sounding) [Picardi et al., 2005]. MARSIS, which is still in operation, has been able to penetrate almost 4 km of the Martian surface in the south polar region, detecting the interface between the bottom of the polar deposits and the bedrock [Plaut et al., 2007] (Figure 1). In 2005 the NASA mission MRO (Mars
Reconnaissance Orbiter) carried SHARAD (SHAllow RADar) [Seu et al., 2007], a higher-frequency (20 MHz) GPR. So far this radar has produced thousands of high-resolution images of the Martian subsurface detecting, among other discoveries, the detailed internal stratified structures of the Martian polar caps [Phillips et al., 2008]. In 2007 the Japan Aerospace Exploration Agency (JAXA) launched its first mission to the Moon. The spacecraft (SELENE) was equipped with a 5 MHz GPR (the Lunar Radar Sounder—LRS), which operated for 2363 h performing extensive subsurface exploration of the lunar crust [Ono et al., 2010]. A surface-penetrating radar was also incorporated in the ESA mission Rosetta, which was launched in 2004 and reached its final destination, Comet 67P/Churyumov-Gerasimenko, in the summer of 2014. CONSERT (Comet Nucleus Sounding Experiment by Radiowave Transmission) is a 90 MHz bistatic radar with the transmitter unit located on the lander (named Philae) and the receiver unit onboard the orbiting Rosetta spacecraft [Kofman et al., 2007]. The radar was planned to investigate the internal structure of the comet nucleus through the measure of the time delay between transmitted and received signals. Finally, in May 2012, ESA selected the JUpiter ICy moons Explorer (JUICE) as the first large mission within its Cosmic Vision Program 2015–2025. The goal of the JUICE mission is to “perform detailed investigations of Jupiter and its system in all their inter-relations and complexity with particular emphasis on Ganymede as a planetary body and potential habitat. The investigations of the neighboring moons, Europa and Callisto, will complete a comparative picture of the Galilean moons and their potential habitability” [Grasset et al., 2013]. The interest in these satellites is rooted in the discoveries made during the Galileo spacecraft mission. Magnetic fields interpreted as being induced by Jupiter [Khurana et al., 1998; Kivelson et al., 2000, 2002], surface features reminiscent of pack ice on Earth [Greeley et al., 2004; Pappalardo et al., 2004], and the results of thermal modeling of the moons’ evolution [Spohn and Schubert, 2003], strongly support the presence of liquid water oceans below the icy crusts of these moons. For the JUICE mission, the 9 MHz GPR RIME (Radar for Icy Moon Exploration) [Bruzzone et al., 2011, 2013] has been chosen as the main geophysical instrument to sound Ganymede, Europa, and Callisto down to a depth of 9 km. The goal of this radar is to provide unique data on the geology and geophysics of the moons and possibly to detect Europa’s subsurface ocean, which is deemed to be the closest to the surface [Schmidt et al., 2011; Roth et al., 2014]. A further mission to explore the Jovian icy moons has been recently approved by NASA; it will host the subsurface sounder REASON (Radar for Europa Assessment and Sounding: Ocean to Near-surface) operating at 9 and 60 MHz [Grima et al., 2013; Phillips and Pappalardo, 2014].

The present review summarizes and discusses the dielectric properties of the materials that are hypothesized to form the Jupiter icy satellite crusts. The knowledge of these properties is fundamental to accurately predict radar performance and to correctly process and interpret radar data. To understand the dielectric behavior of exotic icy materials like those detected or expected on Europa, Ganymede, and Callisto, we must start from what we know about terrestrial ices [Kofman et al., 2010]. Despite the difference in thermodynamic conditions and origin, the similarity between terrestrial and solar system water ice is quite remarkable; for example, water ice is mainly present in its hexagonal form (ice Ih) on both Earth and the icy Galilean moons. The literature on the dielectric behavior of laboratory-grown and natural water ice is rather extensive, going back as early as the 1930s, and the topic is still an area of active research today. In all these years, theoretical considerations and experimental evidence have generated various disputes; over time some controversies were resolved but others are still an open issue.

Both terrestrial and extraterrestrial ices are often contaminated by chemical impurities (acids, bases, and salts) [Dalton et al., 2010]; the effects of some of these impurities on the dielectric behavior of water ice are known due to their abundance in terrestrial ices (e.g., Na₂SO₄·10H₂O in sea ice). However, several ices formed by other volatiles such as hydrocarbons can only exist in the outer part of the solar system; they are very difficult to reproduce in the laboratory and their dielectric properties are usually unknown. Nevertheless, this review also includes published data on the dielectric behavior of predicted ices that have been studied so far. Theoretical and experimental studies on the various types of ices represent a solid methodological basis for a more in-depth understanding of the dielectric behavior of pure and impure water and nonwater ices and can be considered as a valuable guide for future work.

The paper is organized into 10 sections and one Appendix A. Section 2 describes the composition of the upper crust of the Jupiter icy moons, integrating the information collected by the Near-Infrared Mapping Spectrometer (NIMS) onboard the Galileo probe with predictions based on models and experiments.
Section 3 introduces the various types of terrestrial and nonterrestrial water ices. Section 4 is a summary of dielectric properties and radio wave propagation parameters, including a discussion on the effect of temperature on the dielectric behavior of materials. In section 5 the dielectric properties of pure water ice are summarized, based on theoretical considerations and experimental results, and the properties of amorphous ice and the effect of anisotropy, density, and dopants on crystalline ice are discussed. Section 6 summarizes the dielectric behavior of terrestrial water ices (i.e., meteoric, sea and marine ices), section 7 describes the dielectric behavior of clathrate hydrates, sulfate hydrates and icy mixtures, and section 8 discusses the dielectric properties of nonwater ices like carbon dioxide and ammonia. In section 9 the literature data reviewed in the previous sections are used to compute both radio wave parameters (attenuation, velocity, and vertical resolution) and subsurface properties (target reflectivity). Moreover, this section describes the various subsurface scenarios proposed so far, to simulate the structure of the crust of Europa and summarizes the relevant radar signal attenuation models. It also describes the physical and geological nature of the various dielectric targets that are potentially detectable with radar. Section 10 provides some final remarks. Finally, the Appendix A describes and highlights some of the limitations of the techniques used to measure artificial and natural ice dielectric properties.

2. Composition of the Upper Layers of the Icy Galilean Satellites

Since the early spectroscopic measurements from Earth it has been known that the surfaces of Europa, Ganymede and Callisto are predominantly composed of water ice. The phase diagram of water ice in Figure 2 shows that their surface conditions (with a mean temperature of 110 K) favor the presence of ice Ih. At polar latitudes, i.e., below 72 K, it could transform to ice XI by proton ordering; however, this type of ice has not yet been detected. Figure 2 illustrates that ice Ih could also transform to other phases as a function of pressure, although these transitions should occur at depths much larger than those expected to be sounded by RIME (about 9 km). On Jovian satellites water ice can also exist in an amorphous state, as inferred by Hansen and McCord (2004) and experimentally confirmed by spectroscopic data (Hansen and McCord, 2004; Dalton et al., 2010). The detailed evidence of the presence and nature of other chemical species has been obtained only recently, with the Galileo mission. Such compounds may originate within the satellite itself or be introduced by exogenic processes. Endogenic species may in turn have been in place since the original formation of the satellite, or they may have been created by chemical processing in the interior and subsequently emplaced at the surface by endogenic processes such as cryovolcanism or extensional tectonics (Tobie et al., 2010).

Exogenic species include charged particles within Jupiter’s magnetosphere and implanted on the surfaces of all four Galilean satellites. Additional material may be brought by comets, meteorites, or micrometeorites, while Europa also receives matter ejected from Io. The exchange of surface and
<table>
<thead>
<tr>
<th>Satellite</th>
<th>Range of Measured Temperatures</th>
<th>Known Compounds</th>
<th>Predicted Compounds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Europa</td>
<td>86–132 K</td>
<td>H$_2$O, SO$_2$, CO$_2$, H$_2$O$_2$, O$_2$, hydrates of H$_2$SO$_4$, MgSO$_4$, and Na$_2$SO$_4$</td>
<td>heavily hydrated and/or hydroxylated minerals and tholins, halide salts</td>
</tr>
<tr>
<td>Ganymede</td>
<td>90–160 K</td>
<td>H$_2$O, SO$_2$, CO$_2$, O$_2$, and O$_3$</td>
<td>Ammonia, aliphatic hydrocarbons, heavily hydrated and/or hydroxylated minerals, and tholins</td>
</tr>
<tr>
<td>Callisto</td>
<td>80–158 K</td>
<td>H$_2$O, SO$_2$, CO$_2$, O$_2$, and silicates</td>
<td>Ammonia, aliphatic hydrocarbons, heavily hydrated and/or hydroxylated minerals, and tholins</td>
</tr>
</tbody>
</table>

Notes: Table adapted from Dalton [2010], data taken from Carlson et al. [2005, 2009], Dalton [2007], Hanel et al. [1979], Hibbitts et al. [2000], Moore et al. [2007], Orton et al. [1996], Roush [2001], and Spencer et al. [1999], Hand and Carlson [2015].

Subsurface material also takes place on Io and Europa, while the current internal activity of Ganymede seems to be limited and that of Callisto is practically absent [Sohl et al., 2010]. The main sources of energy driving the internal activity of the Galilean moons are radiogenic heat release and, especially, the tidal forces caused by their resonating orbits. Tidal heating decreases with increasing distance from Jupiter and thus is most important for Io and Europa, much less important for Ganymede, and unimportant for Callisto. Overall, this results in unceasing volcanic activity on the innermost satellite, Io, and in an increasing ice crust thickness moving from Europa to Ganymede to Callisto. The dissipation of tidal energy heating the Galilean moons, along with radiogenic heat release, results not only in a global geological activity but also drives the chemical processes that create the numerous compounds detected and mapped by recent spacecraft missions.

On Europa, spectra collected by the NIMS experiment have been interpreted as being indicative of the presence of hydrate compounds, concentrated in visually dark and reddish regions. Some authors [e.g., McCord et al., 1998, 1999; Dalton, 2003; Dalton et al., 2005] hypothesize that such material is made of hydrate salt minerals enriched in Mg and Na sulfates, formed by the crystallization of brines erupted from the subsurface ocean. Alternatively, it has been proposed that contaminants of the mostly water ice surface consist of sulfuric acid hydrate (H$_2$SO$_4$·nH$_2$O), formed by the radiolysis of water and a sulfur-bearing species or by the decomposition of sulfate salts [Carlson et al., 1999]. More recently, Orlando et al. [2005] and Dalton [2007] found a better match for europian spectra in mixtures of sulfuric acid hydrates together with hydrated salts, while Brown and Hand [2013] have presented evidence for epsomite (MgSO$_4$·7H$_2$O) in particular. Other nonwater ice species, like CO$_2$ and H$_2$O$_2$, were also detected in the leading hemisphere at equatorial to midlatitudes.

On Ganymede, the composition of the nonwater ice material ranges from heavily hydrated compounds, similar to those on Europa, to only slightly hydrated ones [McCord et al., 2001]. Galileo data and ground-based spectra have allowed the identification of carbon dioxide, sulfur dioxide, molecular oxygen, ozone, and possibly cyanogen, hydrogen sulfide, and various organic species [e.g., McCord et al., 1998]. The organic material could be formed in situ as a coproduct of radiolysis and chemical reactions within the contaminated icy crust and/or from exogenic material falling onto Ganymede’s surface. The surface composition of Callisto is thought to be broadly similar to its bulk composition, because of its less-evolved state compared to the other Galilean moons. Nonwater ice compounds include Mg- and Fe-bearing hydrated silicates, CO$_2$, SO$_2$, and possibly ammonia and various organic compounds [Moore et al., 2004; Showman and Malhotra, 1999], with abundances greater than those reported on Ganymede and Europa.

Other chemical species are predicted to be present because of models or experiments on the formation and evolution of these satellites. These species include aliphatic hydrocarbons, heavily hydrated and/or hydroxylated minerals, and tholins [Dalton et al., 2010]. Table 1, adapted from Dalton [2010], summarizes the chemical compounds detected and expected to be present on the icy satellite surfaces.

Finally, it should be noted that several volatile chemical species (e.g., SO$_2$, CO$_2$, O$_2$, CH$_4$, H$_2$S, and O$_2$) could also exist at depth as clathrate hydrates in the Jovian icy crusts even though, due to their thermodynamic instability on the planetary surfaces, they cannot be directly detected by conventional spectroscopic techniques [see, e.g., Kargel and Lunine, 1998; Prieto-Ballesteros et al., 2005; Hand et al., 2006; Choukroun et al., 2013, and references therein].
3. An Overview on Terrestrial and Nonterrestrial Water Ice

Before discussing the dielectric properties of ice, we briefly describe the different types of water ices present on Earth or expected to exist in the icy crusts of the Galilean satellites. Extensive reviews on the topic can be found in Schmitt et al. [1998], Cuffey et al. [2010], Eicken et al. [2009], Thomas and Dieckmann [2009], Singh et al. [2011], Bartels-Rauscheme et al. [2012], and Gudipati and Castillo-Rogez [2013].

Laboratory-grown and ordinary natural polycrystalline ice is made of crystals or grains having a hexagonal symmetry (named ice Ih) (Figure 2, right). This polycrystalline structure is fully solid only when it lies a few tens of degrees below the bulk melting temperature, especially, but not exclusively, if the ice contains chemical impurities (freezing point depression). When the ice approaches its bulk melting temperature, premelting liquid layers (i.e., thermodynamically stable disordered structures) start to form at crystal interfaces, creating a network of planar structures inside the polycrystalline ice [Brox et al., 2015]. The planar structure between two single grains is called the grain boundary, the intersection of three grains generates a liquid vein, and where four or more grains join a liquid node is formed (for details see, e.g., Dash et al. [2006] and Bartels-Rausch et al. [2012]). It has been recognized that the melting of ice, as for any other solid, starts at the grain boundaries [Wettlaufer and Worster, 2006].

All terrestrial ices are formed by polycrystalline hexagonal ice, insofar as we are aware; they constitute various ice bodies which differ in origin, location, and extension. As schematically depicted in Figure 3, ice sheets are ice masses of continental size consisting of ice and snow accumulated on land, whereas ice shelves, which are fed by the outflow from an adjacent ice sheet, float on the ocean while remaining attached to grounded ice. Extensive land-based masses of ice, covering smaller areas than those of the ice sheets, are named ice caps, and smaller ice masses constrained by topographical features are termed glaciers. On land, ice can also directly form on lakes and rivers. The nature of land ice (including ice shelves and icebergs) is meteoric, and it forms by the metamorphic transformation of snow into solid ice [Cuffey et al., 2010], although the presence of the ice freezing from the bottom of grounded ice sheets [e.g., Bell et al., 2011] or from subglacial lake water [e.g., Bell et al., 2002] has recently been highlighted. On the sea, natural ice is produced in two different ways (see Figure 3): (i) as sea ice, which forms from freezing of seawater at the ocean surface [Thomas and Dieckmann, 2009] and (ii) as marine ice, which forms under an ice shelf from seawater diluted with glacial meltwater [Oerter et al., 1992]. Meteoric, sea, and marine ice are different in terms of structure (both at the microscale and macroscale) and impurity content (see below). In particular, the bulk salinity of marine ice (as low as 0.03%o) is an order of magnitude higher than that of meteoric ice, but 2 orders of magnitude lower than that observed in granular sea ice [Tison et al., 2001].

In the following, we briefly describe the structure and origin of all three types of ice for completeness, even though we are well aware that they are not fully representative of the type of water ice present in the Jovian satellite crusts. Meteoric ice is a peculiarity of the terrestrial environment, where a dense and active atmosphere is present. In the Galilean icy satellites ice formation and metamorphism occurs under very different chemical-physical conditions [e.g., Eluszkiewicz et al., 1998]; thus, meteoric ice cannot be considered a realistic analog. Conversely, some authors [Moore, 2000; Blankenship and Morse, 2004] have suggested that marine ice could be a good analog of the ice present at the ice/ocean interface on Europa, and speculations have also been made on the possible presence of shallow, partially molten salty ice, conceptually similar to sea ice, beneath the chaotic Europa terrains [Head et al., 1999; Walker and Schmidt, 2015].

3.1. Meteoric Ice

Meteoric ice is formed by the progressive densification of snow, which is a porous medium made of air, ice crystals and small amounts of chemical impurities. Such impurities travel through the atmosphere and are deposited on the ice sheet surface attached to snowflakes (wet deposition) or as independent aerosols (dry deposition). Primary
aerosols, mainly continental dust (e.g., silicate minerals, CaCO3, and CaSO4) and sea spray (Na+, Mg2+, K+, Cl−, Ca2+, and SO2−4), are transported by winds, whereas secondary aerosols (e.g., H2SO4) form directly in the atmosphere from gases. Moreover, the ice directly absorbs several soluble atmospheric gases such as HCl, NH3, HNO3, and H2O2 (Figure 4). The presence and concentration of these impurities are site specific and fluctuate in time, as a result of the variations in atmospheric chemical composition and climate conditions at the time when the snow was deposited. An in-depth description of meteoric ice impurities and their distribution in the polar areas can be found in Legrand and Mayewski [1997].

The densification process, produced by gravity and snow accumulation, transforms snow into firm (compacted snow underlying fresh snow) and eventually into ice. The compaction progressively increases the firm density up to a point (about 830 kg m−3) where interconnecting air- or water-filled passageways between the ice grains are sealed off, producing a polycrystalline ice which contains only individual bubbles (pore close-off). This process also affects the size of the ice crystals that get larger with time and depth [Singh et al., 2011]. In glacier ice, the bubbles are present usually up to a depth of 500–1000 m and may be filled with liquid water, if the temperature is close to the melting point, or with atmospheric gases. Below this depth the high pressure starts to strongly affect bubble size, up to the point (dissociation pressure) where the gas progressively diffuses into the ice cage to form clathrate hydrates [Miller, 1969] and the bubbles disappear completely.

3.2. Sea Ice

Sea ice genesis, formation, and evolution are rather different from those of meteoric ice (for a detailed description see, e.g., Thomas and Dieckmann [2009]). Sea ice originates as frozen ocean water and it is characterized by a multiphase structure that, in addition to hexagonal ice crystals, includes gas, liquid brines, solid salts, and other impurities (mushy layer). Sea ice starts to form in supercooled water (usually in rough water conditions) where small ice crystals, known as frazil ice, develop in the form of needles, spicules, or platelets. On the ocean surface the accumulation of frazil ice creates a thick congealing layer named grease ice because of its oily appearance. In shallow basins and turbulent conditions, frazil ice can also accumulate on the seafoam as anchor ice. Under wave action, frazil ice can be compressed to form so-called pancake ice, made of round pieces of ice with diameters ranging from 30 cm to 3 m, which solidifies and thickens mechanically by rafting on top of each other to form flocs [Bartels-Rausch et al., 2012, and literature therein]. In contrast, under calm water conditions the ice growth below the frazil ice layer is regular and the ice crystals tend to align with the c axis in the horizontal plane to form a uniform columnar ice (congelation ice). In this regular and strongly anisotropic ice structure, brine inclusions are arranged as thread-like cells in thin, vertically oriented layers. In time the brine pockets tend to migrate downward, expand into a drainage network and eventually, in much part, to flow into the underlying water column. The high salinity of sea ice (up to 12 − 15%/o) is due to the presence of brine inclusions, as sea ice is pure Ih ice which actively segregates the majority of the ions present in seawater. Only fluorine, chlorine, and ammonium ions can be incorporated in the ice crystal in appreciable quantities (cf. section 5.5). Among the total mass of salts dissolved in seawater, Na+ and Cl− ions account for roughly 85%, SO2−4 ions for 8%, and Ca2+, Mg2+, and K+ for another 6%. Therefore, mirabilite (Na2SO4·10H2O) and hydrohalite (NaCl·2H2O) are
by far the most common solid salts present in sea ice. The temperature regulates the amount of liquid fraction in the ice: mirabilite starts to precipitate at $-8.2^\circ$C and hydrohalite at $-22.9^\circ$C. At $-30^\circ$C the fraction of brine drops below 8%; however, even at the lowest temperatures typically encountered in sea ice (around $-40^\circ$C), a small but nonnegligible liquid fraction remains [Thomas and Dieckmann, 2009].

### 3.3. Marine Ice

The existence of a third type of natural ice was first observed in an ice core collected on Amery Ice Shelf (Antarctica). There, below the typical ice shelf faces constituted by snow accumulated on ice that flowed from inland, an ice was found to have a much lower $\delta^{18}O$ than glacier ice (close to ocean water value) and meltwater conductivity 100 times higher than the upper layers [Morgan, 1972]. The existence of this “anomalous” ice layer below other ice shelves has been the cause of the lack of ice shelf/ocean boundary detection [Neal, 1979] or misinterpretation of such boundary [Robin et al., 1983] in RES data. Thysen [1988] first recognized that the strong reflection often detected in RES cross sections was caused by the interface between meteoric and salty ice rather than by ice and seawater. In more recent years, it has been extensively demonstrated that this type of ice is radio wave opaque and, when present at the base of the meteoric ice, it prevents direct estimation of the total thickness of the ice shelf using RES [see, e.g., Fricker et al., 2001; Holland et al., 2009; Jansen et al., 2013]. This type of ice, which originates from seawater according to a different formation process with respect to sea ice, was named marine shelf ice by Oerter et al. [1992].

Thermohaline circulation in the water-filled cavity beneath an ice shelf (ice pump) [Lewis and Perkin, 1986] is the driving mechanism of marine ice formation. The water melting near the grounding zone produces low-salinity and low-density water that rises and flows outward along the shelf bottom. The pressure-dependent freezing point rises, generating supercooled water in which ice platelets form (frazil ice); these accumulate at the ice shelf bottom and eventually compact to generate marine ice (see Figure 3). In practice, the ice accretes as a top-down sedimentation with progressive accumulation of the platelets creating a process similar to firm densification. As a consequence, the oldest ice, which usually has small grains [Eicken et al., 1994], is located at the top of the layer [Treverrow et al., 2010].

Marine ice is a mushy layer made up of ice platelets, trapped seawater cells, and debris of both biogenic and lithogenic origin [Oerter et al., 1992; Eicken et al., 1994; Moore et al., 1994b; Craven et al., 2005]. In particular, the newly formed marine ice is characterized by anisotropic crystal orientation fabric (COF) and a significant concentration of brines and insoluble particle inclusions. The size and concentration of brine pockets increase with depth and, in the lower part of the marine ice layer, tend to assume the form of interconnected vertical or subvertical channels and pores. Such brines can sometimes also be present at grain boundaries [Eicken et al., 1994]. Recent boreholes studies [Craven et al., 2004, 2005, 2009; Hubbard et al., 2012] have shown that marine ice has a specific arrangement. The upper part is characterized by an air bubble-free structure, distinct debris layers, and brine pockets and is impermeable but has brine pores incorporated within it. In contrast the lower part, which is hydraulically connected with the ocean water, is highly porous with brine drainage channels (honeycomb ice). In marine ice the salinity distribution with depth and its value with respect to sea ice salinity is in some way puzzling. Both Craven et al. [2009] and Hubbard et al. [2012] have found an increase in salinity with depth, whereas previous works [Eicken et al., 1994; Moore et al., 1994b; Khazendar et al., 2001]
have found an opposite trend, even though the low-salinity value near the meteoric/marine interface found by Craven et al., 2009) is similar to values from the upper portions of the marine ice found by Eicken et al., 1994). Table 2 shows the salinity range for marine ice meltwater measured by several authors in various ice shelves and, for comparison, for multiyear sea ice meltwater. These elevated values explain the above-mentioned high radio wave attenuation experienced in RES measurements collected on marine ice. Finally, it is worth noting that the lower values of marine ice salinity compared to that of sea ice cannot be explained by the normal desalination processes occurring in sea ice [Eicken et al., 1994] and a more complex process should be evoked [see, e.g., Tabraham, 1998; Tison et al., 2001].

3.4. Amorphous Ice

On Earth, there is no evidence of natural amorphous ice, as the extreme temperature and pressure conditions required to produce it are never reached. Conversely, in the Jovian satellites and in outer solar system bodies the presence of this type of ice has been extensively detected [e.g., Bartels-Rausch et al., 2012; Hansen and McCord, 2004]. Amorphous ice is a metastable state of water ice (glassy solid), which can exist at low temperatures (below about 140 K) in various distinct forms. The most common are low-density amorphous ice (LDA, \( \rho = 0.94 \pm 0.02 \) g/cm\(^3\)) which can form from vapor deposition [Hobbs, 1974, and reference therein; Johari et al., 1991] or hyperquenching [Mayer and Brüggen, 1982; Hallbrucker et al., 1989], and high-density amorphous ice (HDA, \( \rho = 1.1 \pm 0.1 \) g/cm\(^3\)) that can be produced by pressure-induced amorphization of ice I\( \beta \) or high-pressure compression of LDA [Poole et al., 1993]. An in-depth discussion on amorphous ice formation can be found in, among others, Mastrapa et al. [2013]. The main processes invoked for amorphous ice formation on the Galilean icy satellite crusts are condensation of vapor at temperatures below 100 K or flash freezing of cryovolcanic liquids [e.g., Cooper et al., 2001; Mastrapa et al., 2013]. However, amorphous ice can also be generated by disruption of surficial crystalline ice due to corpuscular radiation. In particular, the transition to amorphous ice occurs when crystalline ice is exposed to UV radiation [Kouchi and Kuroda, 1990], electron beams [Dubochet and Lepault, 1984], He ions bombardment [Baratta et al., 1991], or proton irradiation [Ramé et al., 2010]. The transition process between amorphous and crystalline phases is in competition with thermal recrystallization, which occurs at temperatures above 100 K [Schmitt et al., 1989]. Hansen and McCord [2004] hypothesized a balance between thermal kinetic crystallization and radiolytic disruption that favors the presence of amorphous ice on Europa, crystalline ice on Callisto and both types on Ganymede. This distribution is in agreement with spectroscopic data collected by the NIMS experiment [Hansen and McCord, 2004; Dalton et al., 2010]. It is worth noting, however, that amorphous ice is present only on the very surface, as below 1 mm depth the ice is predominantly in its crystalline state [Dalton et al., 2010].

3.5. Clathrate Hydrates

Clathrate hydrates are abundant on Earth in ice sheets, permafrost, and sediments of the ocean floor [Miller, 1969; Buffett, 2000; Sloan and Koh, 2008] and have been long recognized to likely play an important role in the chemistry of the solar system [e.g., Miller, 1961; Kargel and Lunine, 1998; Choukroun et al., 2013]. In the specific case of the Galilean icy satellites, the stability domains of clathrate hydrates are compatible with the thermodynamic conditions present at shallow depths, where the temperature is well below 273 K and the pressure is about 1 MPa, as well as with those present at greater depths, as discussed in detail by several authors and summarized, among others, by Kargel and Lunine [1998] and Choukroun et al. [2013].

Clathrate hydrates are ice-like crystalline solids made of water and gas. The water molecules form a cage (host) and the gas molecules (guest) are entrapped in the cage cavities. Such hydrates can be considered a solid solution of gas molecules in a metastable lattice of water molecules. The presence of the gas stabilizes the entire structure as each gas molecule (which occupies a single cage) interacts with the surrounding water molecules through weak van der Waals forces. Indeed, the hydrogen bonds sustain the icy skeleton and the repulsive van der Waals interactions between the trapped gas molecules and the skeleton sustain the cage structure. The structure becomes stable when a sufficient number of cavities (not necessary all) are filled with gas; for this reason gas hydrates are nonstoichiometric compounds and can vary in composition. The degree of cavity saturation depends on temperature, pressure, and concentration of the guest molecule. Due to the lack of chemical bonding between the guest and host molecules, the guest molecules are free to rotate inside the cages, and such rotation affects the dielectric properties of the hydrate if the guest molecule is polar (see section 7.1).
The formation of clathrate hydrates depends on the temperature and pressure environment, and on the properties of the guest molecule [Sloan, 1998]. The most common types of hydrates are type I and type II; also a third type of hydrate, named type H, can be encountered, but it is far less common in nature and will not be discussed here. Both types I and II have cubic structures but differ in the form of the cage. Type I hydrate consists of 46 water molecules per unit cell and has the simplest structure formed by a dodecahedral cage (small cage) and a tetraakaidecahehedral cage (large cage). Type II hydrate consists of 136 molecules of water per unit cell and has the same small cage as type I hydrate (dodecahedral cage) but a larger cage that is hexakaidecahedral. A comprehensive description of the chemical-physical properties of clathrate hydrates is beyond the scope of this review and can be found in [Sloan and Koh, 2008].

Common guest molecules of type I hydrates are CH₄, C₂H₆, CO₂, and H₂S. Whereas C₂H₆ can only occupy the properties of clathrate hydrates is beyond the scope of this review and can be found in but a larger cage that is hexakaidecahedral. A comprehensive description of the chemical-physical nature and will not be discussed here. Both types I and II have cubic structures but differ in the form of the cage. Type I hydrate consists of 46 water molecules per unit cell and has the simplest structure formed by a dodecahedral cage (small cage) and a tetraakaidecahehedral cage (large cage). Type II hydrate consists of 136 molecules of water per unit cell and has the same small cage as type I hydrate (dodecahedral cage) but a larger cage that is hexakaidecahedral. A comprehensive description of the chemical-physical properties of clathrate hydrates is beyond the scope of this review and can be found in [Sloan and Koh, 2008].

Common guest molecules of type I hydrates are CH₄, C₂H₆, CO₂, and H₂S. Whereas C₂H₆ can only occupy the properties of clathrate hydrates is beyond the scope of this review and can be found in but a larger cage that is hexakaidecahedral. A comprehensive description of the chemical-physical nature and will not be discussed here. Both types I and II have cubic structures but differ in the form of the cage. Type I hydrate consists of 46 water molecules per unit cell and has the simplest structure formed by a dodecahedral cage (small cage) and a tetraakaidecahehedral cage (large cage). Type II hydrate consists of 136 molecules of water per unit cell and has the same small cage as type I hydrate (dodecahedral cage) but a larger cage that is hexakaidecahedral. A comprehensive description of the chemical-physical properties of clathrate hydrates is beyond the scope of this review and can be found in [Sloan and Koh, 2008].
interfaces (space charge polarization) or other defect boundaries (hopping polarization). In general, the time required for electronic and molecular polarization and depolarization is very short (< 10^{-12} s). This deformational polarization process is also referred to as the resonance process because it involves vibrating modes. On the other hand, the time required for orientational, hopping, or space charge polarization and depolarization is relatively long and varies over a wide range, depending on the dielectric system. Such polarization phenomena are sometimes referred to as relaxation processes because they involve a relaxation time \( \tau_{rel} \). A relaxation phenomenon occurs when a restoring action tends to bring the excited system back to its original equilibrium state. Figure 5 qualitatively illustrates the time response, in a generic dielectric, of the various polarization processes when a step function excitation field \( E \) is applied.

In the frequency domain, the relaxation phenomena translate into a dispersive behavior of the dielectric parameters. The most common theoretical model used to describe the spectral behavior of a wide range of geomaterials (up to GHz frequencies) is the Debye equation [Debye, 1929], which for a single relaxation process can be written as

\[
\varepsilon(\omega) = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)}{1 + j \omega / \omega_{rel}} - \frac{j \sigma_s}{\omega \varepsilon_0} \\
\varepsilon'(\omega) = \varepsilon_\infty + \frac{(\varepsilon_s - \varepsilon_\infty)}{1 + (\omega / \omega_{rel})^2} \\
\varepsilon''(\omega) = \frac{(\varepsilon_s - \varepsilon_\infty) \omega}{\omega_{rel} \left[ 1 + (\omega / \omega_{rel})^2 \right]} + \frac{\sigma_s}{\varepsilon_0} \omega
\]

where \( \omega_{rel} = 1 / \tau_{rel} \) is the relaxation angular frequency and \( \varepsilon_s \) and \( \varepsilon_\infty \) are the static and the high-frequency permittivities, respectively. Note, however, that some experimental data can be better fitted by Cole-Cole, Cole-Davidson, or Havriliak-Negami models [Jonscher, 1983]. With some algebraic manipulations the effective conductivity can be written (using the Debye parameters \( \varepsilon_s, \varepsilon_\infty \), and \( \omega_{rel} \)), as

\[
\sigma = \sigma_\infty + (\sigma_s - \sigma_\infty) \frac{\omega_{rel}^2}{\omega_{rel}^2 + \omega^2}
\]

where \( \sigma_{\infty} \) is the high-frequency conductivity \( \sigma_{\infty} = \sigma_s + \varepsilon_0 (\varepsilon_s - \varepsilon_\infty) \omega_{rel} \). Figure 6 qualitatively shows the behavior of the real and imaginary parts of permittivity and effective conductivity versus frequency. We can note that, at high frequencies (i.e., for
\[ \omega \gg \omega_{rel} \] the effective conductivity approaches \( \sigma_{\infty} \), and the real and imaginary parts approach \( \varepsilon_{\infty} \) and \( \sigma_{\infty}/\omega \varepsilon_0 \), respectively.

The dielectric parameters (i.e., \( \varepsilon', \varepsilon'', \) and \( \sigma \)) are temperature dependent [von Hippel, 1954], as qualitatively shown in Figure 7. In particular, the relaxation angular frequency follows the Arrhenius equation

\[ \omega_{rel} = \omega_0 \exp\left(-E_{act}/k_B T\right) \tag{4} \]

where \( \omega_0 \) is a proportional coefficient, \( E_{act} \) is a quantity having the dimension of energy (often called the activation energy), \( k_B \) is the Boltzmann constant, and \( T \) is the temperature in kelvin. The difference between static and high-frequency-limit permittivity is also temperature dependent and it is given by

\[ \varepsilon_s - \varepsilon_\infty = \frac{a}{T} \tag{5} \]

where \( a \) is a constant.

### 4.2. Wave Propagation

The electromagnetic waves emitted by a GPR antenna can be locally approximated by plane waves, whose electric component can be expressed as

\[ E(t, z) = E_0 e^{j \omega t} e^{-j \gamma z}, \]

where \( \gamma = j(\omega/c) \sqrt{\varepsilon} = \alpha + j \beta \) is the propagation constant (for nonmagnetic materials), \( E_0 \) is the amplitude, \( z \) is the direction of propagation, \( c \) is the speed of light in vacuum, and \( t \) is the time. The real part of the propagation constant is the attenuation factor which determines the maximum penetration depth of the radar waves and is given by

\[ \alpha = \frac{\omega}{c\sqrt{2}} \left[ \sqrt{\varepsilon^2 + \varepsilon''^2} - \varepsilon' \right] \approx \frac{\sigma}{2\varepsilon_0 \varepsilon'} \tag{6} \]

The approximation in equation (6) is valid for \( \sigma \ll \varepsilon' \varepsilon_0 \), i.e., for low-conductive materials like ice. The parameter \( \beta = \omega/v \) is the phase constant accounting for the phase velocity

\[ v = \frac{c\sqrt{2}}{\sqrt{\varepsilon^2 + \varepsilon''^2 + \varepsilon'}} \approx \frac{c}{\sqrt{\varepsilon'}} \tag{7} \]

which allows the conversion from travel time to depth. Furthermore, knowing the velocity, it is possible to estimate the range resolution as follows

\[ \Delta z = \frac{v}{\Delta v} \tag{8} \]

where \( \Delta v \) is the radar signal bandwidth.

The electromagnetic image is the result of radar signal reflections from any dielectric contrast present in the subsurface. For normally incident plane waves and perfectly flat interfaces, the amplitude of the reflected signal is proportional to the Fresnel reflection coefficient

\[ R = \frac{\sqrt{\varepsilon_1} - \sqrt{\varepsilon_2}}{\sqrt{\varepsilon_1} + \sqrt{\varepsilon_2}} \tag{9} \]

where the subscripts refer to adjacent layers.
5. An Overview of Water Ice Dielectric Properties

5.1. Theoretical Background

The Debye relaxation model given in equation (3) is well suited to describe the dielectric behavior of pure water ice up to several hundreds of MHz [Johari, 1981], even if below 250 K a Cole-Cole model [Cole and Cole, 1941] is more suitable [von Hippel et al., 1971; Popov et al., 2015]. Such behavior, essentially due to proton hopping polarization, has been extensively studied by several authors, with major contributions from Bjerrum [1952], Granicher et al. [1957], Jaccard [1959], Onsager and Dupuis [1960], Jaccard [1964], Nagle [1979], and Bilgram and Gränicher [1974]. In this section we outline the basic principles and main results of the Jaccard theory for pure water ice Ih [Jaccard, 1959; Jaccard, 1964]. This theory is the most generally accepted among the scientific community, although its theoretical basis was strongly criticized in a series of papers published by von Hippel and coworkers [von Hippel et al., 1971; von Hippel, 1971; Maidique et al., 1971; von Hippel, 1988].

Jaccard theory is based on the presence of protonic point defects (intrinsic defects) in the ice lattice whose motion has the effect of reorienting the molecules along the so-called protonic motion path. Two different types of protonic point defects can occur inside the ice lattice structure: a first type associated with the rotation of H$_2$O molecules and a second one due to proton transfer between adjacent molecules. The rotation of the H$_2$O molecule inside the lattice produces a Bjerrum defect pair (L and D) generating a proton-deficient site, known as a Bjerrum L defect, and a site with two facing protons, known as a Bjerrum D defect (Figure 8a). In addition, the motion of the proton along the bond transfers the ionization state between adjacent H$_2$O molecules, generating a pair of ionic defects, H$_3$O$^+$ and OH$^-$/C$_0$ (Figure 8b).

The protonic hopping results in a unique dielectric behavior of pure water ice, since the dielectric permittivity and the electrical conductivity are strongly coupled. As pointed out by Petrenko and Whitworth [1999]: “In most materials the process of dielectric polarization and electrical conductivity are totally distinct and can be analyzed independently. This is not the case for ice, where both are properties of the protonic subsystem and arise from motions of the two pairs of protonic point defects.” As a consequence, the application of an electrical field produces a motion of the defects along the ice lattice, giving rise to both polarization and conduction phenomena.

For each type of defect we can define the partial conductivity as

$$\sigma_i = n_i \mu_i |e_i|$$

where the subscript $i$ indicates the type of defect, $n_i$ represents the defect volumetric concentration, $\mu_i$ the mobility, and $e_i$ the effective charge. Some of these parameters have been experimentally estimated and are summarized in Table 3 [Petrenko, 1993; Petrenko and Whitworth, 1999, and reference therein]; however, these values should be taken with caution as they have been estimated from measurements performed on pure and doped ice, often following different experimental procedures (see sections 5.2 and 5.5).

Indeed, such values are sometimes incompatible and affected by large uncertainties [Petrenko and Whitworth, 1999]: the effective charge uncertainty is on the order of 0.01e, the relative error on the mobility is about 50% and on the activation energy is less than 25%.

To keep the mathematical approach simple, it is convenient to group the different contributions into ionic conductivity $\sigma_\pm = \sigma_{H^3O^+} + \sigma_{OH^-}$ and Bjerrum conductivity $\sigma_{DL} = \sigma_L + \sigma_D$. The way these terms combine into...
the equation of the pure water ice conductivity depends on frequency. Well above the relaxation frequency \( (\nu \gg \nu_{rel}) \) each defect moves independently from the others and the high-frequency conductivity is given by

\[
\sigma_{\nu} = \sigma_{s} + \sigma_{DL}
\]

The static conductivity can be retrieved from the following equation

\[
\frac{e^2}{\sigma_s} = \frac{e_s^2}{\sigma_s} + \frac{e_{DL}^2}{\sigma_{DL}}
\]

where \( \sigma_s \neq 0 \) only if both types of defect are present.

In any case, regardless of the predominant type of defect (ionic or Bjerrum), the high-frequency conductivity \( \sigma_{\nu} \) is dominated by the majority carriers (i.e., the defects for which the product “concentration × mobility” is the largest), whereas the low-frequency conductivity \( \sigma_s \) is mainly due to the minority carriers. Depending on the temperature, some defects dominate over the others (see Table 3): for example, above about 230 K, the majority carriers are the Bjerrum defects and the minority carriers the ionic defects. It follows that \( \sigma_{DL} \gg \sigma_{s} \), thus \( \sigma_{\nu} = \sigma_{DL} \) and \( \sigma_s = \sigma_s \left( e_s^2 / e_{DL}^2 \right) \) [Petrenko and Whitworth, 1999].

According to the Jaccard theory, the pure water ice Debye parameters can be expressed in terms of intrinsic defects [Jaccard, 1964; Petrenko and Whitworth, 1999]

\[
\omega_{rel} = \Phi \left( \frac{\sigma_{DL} e^2_{DL} + \sigma_s e_s^2}{e_s^2 + e_{DL}^2} \right)
\]

\[
\epsilon_s = \epsilon_{ext} + \frac{(\sigma_s / e_s - \sigma_{DL} / e_{DL})^2}{\epsilon_0 \Phi (\sigma_s / e_s^2 + \sigma_{DL} / e_{DL}^2)^2}
\]

where \( \Phi = \frac{1}{2} r_{O-O} k_B T \) is the polarizability constant, which depends on the ice temperature and the distance \( r_{O-O} \) between adjacent oxygen atoms. In water ice the term \( \epsilon_{ext} \) is due to both electronic polarization and molecule distortions, is slightly dependent on temperature, and assumes values between 3.1 and 3.2 (3.16 at 253 K decreasing to 3.09 at 2 K) [Gough, 1972].

The partial conductivities defined in equation (10) depend on defect volumetric concentration and mobility, which are both temperature dependent. More specifically, the volumetric concentration of the intrinsic defects is given by \( n_i = N_i \exp \left( -E_i^f / k_B T \right) \), where \( E_i^f \) are the energies of formation of defect pairs, \( N_i = \frac{2}{3} N \) for ionic defects, and \( N_i = N \) for Bjerrum defects (with \( N \) being the number of H2O molecules per unit volume). The mobility \( \mu_i \) follows the Arrhenius equation \( \mu_i = M_i \frac{1}{2} \exp \left( -E_i^m / k_B T \right) \), where \( M_i \) is a normalization coefficient and \( E_i^m \) is the activation energy for motion. Considering also the set of equations (11)–(14), it follows that the Debye parameters are temperature dependent. For example, if only one type of defect dominates, as in the case of \( L \) defects above about 230 K (see Table 3), the conductivity becomes

\[
\sigma_{\nu} = \sigma_s - \sigma_s \frac{1}{T} \exp \left( - \frac{E_{ai}}{k_B T} \right)
\]

where \( E_{ai} = 1 / 2 E_{ai}^f + E_{ai}^m \). In this specific case, the relaxation angular frequency \( \omega_{rel} \) expressed in equation (13), assumes the form of equation (4) where \( E_{inat} = E_{ai} \) and equation (14) assumes the form of equation (5).

### 5.2. Experimental Data

Pure water ice has been studied in the laboratory over a wide range of temperatures and frequencies, even though not all frequency bands have been uniformly explored (for reviews on the subject see,
In particular, the different experimental procedures employed to form and grow ice, including sample history and aging [e.g., Davidson, 1969; Gough and Davidson, 1966; Kawada, 1970; 1978]. All these aspects can significantly modify the characteristic Debye behavior expected for pure water ice, as they can introduce additional relaxations [von Hippel et al., 1971], shorten the relaxation time [von Hippel et al., 1974], and vacancies and other lattice imperfections [Petrenko, 1993]. Gas bubbles and inclusions [e.g., Takei, 2007], chemical impurities [e.g., Ida et al., 1966; Gough and Davidson, 1970; Kawada, 1978], and vacancies and other lattice imperfections [Takei, 2007]. Moreover, the ice growth process and the cooling procedure can affect, often in a noncontrollable way, the ice/electrode contact (introducing gaps of air or cracks), as the materials have different thermal expansion coefficients [e.g., Auty and Cole, 1952; Worz and Cole, 1969; Itagaki, 1978]. All these aspects can significantly modify the characteristic Debye behavior expected for pure water ice, as they can introduce additional relaxations [von Hippel et al., 1971], shorten the relaxation time [Gough and Davidson, 1970], widen the characteristic bell-shaped curve [Auty and Cole, 1952] or affect the $\nu_{rel} - 1/T$ trend [Kawada, 1978].

Table 4 gives an idea of the variability in sample characteristics and measuring parameters reported in several studies devoted to the estimation of pure water ice dielectric properties, performed over a wide frequency band (from few millihertz to few megahertz). Aside from the measuring technique, which typically involves the measurement of the impedance of a capacitor filled with the test material (see Appendix A), the sample type, the temperature range, and the frequency band are quite different. Moreover, the measurements reported in Table 4 show a variety of critical aspects which make it difficult to compare the experimental data. The discrepancies among the results are evident when data extracted from different experiments are plotted together in Figure 10, where the Debye parameters ($\varepsilon_s$ and $\nu_{rel}$) are graphed as a function of temperature. Figure 10 (left) illustrates how the different samples (single crystal or polycrystalline) follow equation (5) but with different slopes. Figure 10 (right) shows that the various data are in general agreement and follow equation (4) with similar activation energies only in the 273–230 K temperature interval and that this agreement holds even if the samples have different structures (single crystal or polycrystalline). However, below about 230 K two effects are visible: a change in the slope of each curve (excluding Auty and Cole [1952]) and a remarkable divergence between the curves. This behavior has been attributed to the presence of impurities [Gough and Davidson, 1970; Kawada, 1978] or to the interchange in the role of the majority and minority carriers [Bilgram and Gränicher, 1974; Popov et al., 2015] and is still a matter of intense debate.

Figure 9. Real part of permittivity and conductivity as a function of frequency (2 Hz–100 kHz) of a single crystal of pure water ice measured at 263 K (Takei and Maeno [1997] modified by Petrenko and Whitworth [1999]).
Table 4. Characteristics of the Experimental Setup Used to Measure the Dielectric Properties of Pure Water Ice

<table>
<thead>
<tr>
<th>Ice Type</th>
<th>Measurement Frequency</th>
<th>Temperature</th>
<th>Measuring Techniques</th>
<th>Critical Aspects</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ih Polycrystalline</td>
<td>50 Hz – 70 kHz</td>
<td>213 K–273 K</td>
<td>Bridge method</td>
<td>Presence of unexpected impurities</td>
<td>Auty and Cole [1952]</td>
</tr>
<tr>
<td>Ih Polycrystalline</td>
<td>0.045 kHz</td>
<td>300 kHz</td>
<td>Bridge method</td>
<td>Effect of pressure</td>
<td>Chan et al. [1965]</td>
</tr>
<tr>
<td>Ih Polycrystalline</td>
<td>1 Hz</td>
<td>83 K</td>
<td>Bridge method</td>
<td>Presence of unexpected impurities</td>
<td>Iida et al. [1966]</td>
</tr>
<tr>
<td>Ih Polycrystalline</td>
<td>50 kHz</td>
<td>0.05 Hz</td>
<td>Bridge method</td>
<td>Hysteresis in the thermal cycle/Cracks</td>
<td>Cole and Worz [1969]</td>
</tr>
<tr>
<td>Ic and Ih Polycrystalline</td>
<td>0.02 Hz - 500 kHz</td>
<td>253 K</td>
<td>Bridge method</td>
<td>Ice growth and phase transitions</td>
<td>Gough and Davidson [1966]</td>
</tr>
<tr>
<td>Ih single crystal</td>
<td>0.008 Hz</td>
<td>93 K</td>
<td>Bridge method</td>
<td>Unexpected impurities and space charge</td>
<td>von Hippel et al. [1971]</td>
</tr>
<tr>
<td>Ih single crystal</td>
<td>0.008 Hz</td>
<td>93 K</td>
<td>Bridge method</td>
<td>Unexpected impurities and space charge</td>
<td>von Hippel et al. [1971]</td>
</tr>
<tr>
<td>Ih single crystal</td>
<td>0.008 Hz</td>
<td>93 K</td>
<td>Bridge method</td>
<td>Unexpected impurities and space charge</td>
<td>von Hippel et al. [1971]</td>
</tr>
<tr>
<td>Ih single crystal</td>
<td>0.008 Hz</td>
<td>93 K</td>
<td>Bridge method</td>
<td>Unexpected impurities and space charge</td>
<td>von Hippel et al. [1971]</td>
</tr>
<tr>
<td>Ih single crystal</td>
<td>0.008 Hz</td>
<td>93 K</td>
<td>Bridge method</td>
<td>Unexpected impurities and space charge</td>
<td>von Hippel et al. [1971]</td>
</tr>
<tr>
<td>Ih single crystal</td>
<td>0.008 Hz</td>
<td>93 K</td>
<td>Bridge method</td>
<td>Unexpected impurities and space charge</td>
<td>von Hippel et al. [1971]</td>
</tr>
<tr>
<td>Ih single crystal</td>
<td>0.008 Hz</td>
<td>93 K</td>
<td>Bridge method</td>
<td>Unexpected impurities and space charge</td>
<td>von Hippel et al. [1971]</td>
</tr>
</tbody>
</table>

At higher frequencies, i.e., the megahertz range, the experimental data indicate that the real part of permittivity ($\varepsilon_r$ in the Debye model) is approximately constant with temperature and frequency and that its value can also be extended up to the terahertz range [Johari, 1981; Bohleber et al., 2012]. On the other hand, the measurement of the imaginary part of pure water ice in this frequency range is challenging, especially at low temperatures, due to the sensitivity limit of the instruments (see Appendix A), as demonstrated by the very sparse data present in the literature [Johari and Charette, 1975; Johari, 1976, 1981]. To fill this gap, several authors [Matzler and Wegmuller, 1987; Koh, 1992; Suryak and Fujita, 1995; Matsuoka et al., 1996a, 1997; Fujita et al., 2000; Warren and Brandt, 2008] have attempted to estimate the dissipative behavior of pure water ice in the megahertz-gigahertz range by interpolating low-frequency and microwave data. The most common equation used to fit the experimental data is given by

$$\varepsilon' = \frac{A}{\nu} + B\nu^C$$

where the frequency $\nu$ is expressed in gigahertz. The first term of equation (16) accounts for the right-tail of the Debye relaxation and the second term is due to the lattice vibration resonance in the far-infrared region [Matzler and Wegmuller, 1987; Matsuoka et al., 1996a; Fujita et al., 2000]. Table 5 summarizes the values of $A$, $B$, and $C$ coefficients estimated by Matsuoka et al. [1996a] and integrated by Fujita et al. [2000].

### 5.3. Effect of Anisotropy and Density

Anisotropy and density variations are important physical parameters in a water icy layer, as they can generate a detectable permittivity contrast. Anisotropy describes the change in permittivity associated with the orientation of the ice crystals with respect to the wave propagation path. A single Ih ice crystal exhibits uniaxial symmetry, with the optical axis coinciding with the crystallographic c axis; therefore, its complex permittivity is expressed as a tensor

$$\varepsilon = \begin{bmatrix} \varepsilon_{xx} & 0 & 0 \\ 0 & \varepsilon_{xx} & 0 \\ 0 & 0 & \varepsilon_{yy} \end{bmatrix}$$

where $\varepsilon_{xx}$ and $\varepsilon_{yy}$ are the components when the electrical field vector is perpendicular and parallel to the c axis, respectively [Humbel et al., 1953; Kawada, 1978; Fujita et al., 2000].

The effect of anisotropy on the real part of permittivity is strongly frequency dependent. At low frequencies the real part (static permittivity $\varepsilon_{ss}$) exhibits a 15% variation between $\varepsilon_{xx}$ and $\varepsilon_{yy}$ (see Figure 10, left) [von Hippel, 1954; Kawada, 1978; Takei and Maeno, 1987], and a value of about 100 for $\varepsilon_{yy}$ [Kawada, 1978] that is always larger than $\varepsilon_{xx}$. At high frequencies (above 1 MHz) such variation (i.e., in $\varepsilon_{ss}$) is on the order of 1% [Matsuoka et al., 1997], with a value of about 3.17 for $\varepsilon_{yy}$. Moreover, anisotropy is weakly...
dependent on temperature at these frequencies, according to the relationship \( \varepsilon_{\|} - \varepsilon_{\perp} = (0.0256 \pm 0.0014) + (3.6 \times 10^{-5} \pm 6.0 \times 10^{-6})T \) [Fujita et al., 2000]. The imaginary part of permittivity is anisotropic only at low frequencies (below 1 MHz) [Worz and Cole, 1969; Kawada, 1978; Matsuoka et al., 1997] where \( \varepsilon_{\|} \) is larger than \( \varepsilon_{\perp} \) by about 20%, whereas at higher frequencies no anisotropy has been observed [Fujita et al., 2000; Matsuoka et al., 1997]. It is worth noting that in isotropic polycrystalline ice (i.e., when the \( c \) axis is randomly distributed), the bulk permittivity is given by a simple combination of parallel and perpendicular permittivities \( \varepsilon = (2\varepsilon_{\perp} + \varepsilon_{\|})/3 \) [Fujita et al., 2000].

As mentioned above, the other physical parameter affecting the water ice permittivity is density. This parameter is mainly influenced by the air content (bubbles) and is substantially independent of the presence of chemical impurities, thus what is found for natural ice can be extended to pure water ice. Experimental work conducted in the polar regions has shown that density influences the \( \varepsilon' \) value of both firm and natural polycrystalline ice [Robin et al., 1969; Glen and Paren, 1975; Kovacs et al., 1995]. Robin et al. [1969], using radar interferometry data acquired in Greenland, were the first to find an empirical equation which relates \( \varepsilon' \) to density \( \varepsilon' = (1 + 0.851\rho)^2 \), where \( \rho \) is expressed in g cm\(^{-3}\). Several authors have proposed slightly different versions of the Robin et al. [1969] equation which, for brevity, are not reported here, but can be found in Kovacs et al. [1995] and, more recently, in Dowdeswell and Evans [2004]. Finally, experimental data seem to suggest that also the imaginary part of permittivity is affected by an increase in density, as shown by Tiuri et al. [1984] for dry snow; by Glen and Paren [1975], Reynolds [1985], and Barnes et al. [2002] for firm; and by Barnes et al. [2002] for doped ices.

### 5.4. Amorphous Ice

The laboratory procedure used to obtain amorphous ice is complex, and the physical properties of the ice obtained in this manner depend on the temperature profile and pressure rate of the transition process [Mishima et al., 1985; Johari and Andersson, 2007a, 2007b, and reference therein]. Very few data have been published on the dielectric properties of amorphous ice and the procedures used to prepare these samples can be found in Johari et al. [1991], Johari and Andersson [2007a], and Andersson [2008].

The dielectric measurements performed in the kilohertz range on Amorphous Solid Water (ASW) grown from vapor deposition (i.e., at

<table>
<thead>
<tr>
<th>Temperature (K)</th>
<th>A (× 10^4)</th>
<th>B (× 10^5)</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>190</td>
<td>0.005</td>
<td>1.537</td>
<td>1.175</td>
</tr>
<tr>
<td>200</td>
<td>0.010</td>
<td>1.747</td>
<td>1.168</td>
</tr>
<tr>
<td>220</td>
<td>0.031</td>
<td>2.469</td>
<td>1.129</td>
</tr>
<tr>
<td>240</td>
<td>0.268</td>
<td>3.495</td>
<td>1.088</td>
</tr>
<tr>
<td>248</td>
<td>0.635</td>
<td>4.006</td>
<td>1.073</td>
</tr>
<tr>
<td>253</td>
<td>1.059</td>
<td>4.380</td>
<td>1.062</td>
</tr>
<tr>
<td>258</td>
<td>1.728</td>
<td>4.696</td>
<td>1.056</td>
</tr>
<tr>
<td>263</td>
<td>2.769</td>
<td>5.277</td>
<td>1.038</td>
</tr>
<tr>
<td>265</td>
<td>3.326</td>
<td>5.646</td>
<td>1.024</td>
</tr>
</tbody>
</table>

aData were compiled by Fujita et al. [2000].
low pressures) [Johari et al., 1991], gave an indicative value of 2.9 ± 0.3 for the real part of permittivity at 80 K. On the other hand, the measurement of high-pressure samples grown from a crystalline phase seem to indicate that the real part of permittivity at high frequency \(\varepsilon_{\infty}\) is higher than that of ice Ih. Andersson [2007, 2008] determined dielectric properties of both HDA and LDA, measuring the complex permittivity of samples at different temperatures and pressures in the frequency range 1 MHz–10 kHz. The author analyzed the dielectric spectra using the Cole-Cole model and found a relaxation time \(\tau_{\text{rel}} \approx 2 \, \text{s} \) \((\nu_{\text{rel}} = 0.1 \, \text{Hz})\) for HDA ice at 133 K. Moreover, Andersson [2008] experimentally confirmed that expected from theoretical considerations, i.e., the dependence of \(\varepsilon_{\infty}\) on density, finding \(\varepsilon_{\infty} \approx 5\) for HDA [Andersson and Inaba, 2006] and \(\varepsilon_{\infty} = 6.4\) for very high density amorphous ice [Andersson, 2005]. The evaluation of the LDA relaxation time was more complex, as the investigations were carried out at frequencies higher than that of LDA relaxation. In any case, the author concluded that the relaxation time \(\tau_{\text{rel}}\) at 130 K falls between 100 s and 1000 s (i.e., \(0.16 \leq \nu_{\text{rel}} \leq 1.6 \, \text{mHz}\)) [Andersson, 2007, 2008].

### 5.5. Effect of Dopants

The measurements performed on pure water ice do not allow one to fully discriminate the role of each defect on the ice dielectric properties. For this reason it has been common, since the early days of ice electrical measurements, to use chemical dopants to enhance the effect of specific defects. However, water ice is known to be extremely efficient in expelling chemical impurities, and thus when these impurities are present they are usually incorporated as inclusions or clusters [Petrenko and Whitworth, 1999]. Only specific chemical compounds at very low concentrations (lower than \(10^{-3}–10^{-2} \text{ M}\) in the mother solution) can be incorporated in the ice lattice as true mixed crystals, thus forming a solid solution with the ice. In this case the experimental results can be interpreted within the framework of the Jaccard theory because such impurities are able to replace the water molecules, thereby generating additional defects (“extrinsic defects”) and to modify the dielectric properties of the ice even at very low concentrations (on the order of micromoles). On the other hand, at higher concentrations (greater than \(10^{-3}–10^{-2} \text{ M}\)) some structural imperfections, like bubbles, start to form in the ice [Granicher, 1963] and the impurities are segregated at the grain boundaries or as inclusions in the grains, resulting in a much more complex dielectric behavior which cannot be explained only in terms of the Jaccard theory.

Historically, the first molecules used to dope ice were HF and NH\(3\) [Granicher, 1963, and references therein], as they have approximately the same dimensions of the water molecules and can easily be incorporated in the ice lattice to create extrinsic defects. According to Jaccard theory, such defects increase the partial conductivities (cf. equation (10)) and affect the dielectric properties of the doped ice in terms of \(\sigma_{\text{pp}}, \sigma_{\text{oc}}, \varepsilon_{\text{pp}}\) and \(\nu_{\text{rel}}\) (see equations (11)–(14)), whereas they do not appreciably affect \(\varepsilon_{\infty}\) [Matsuoka et al., 1996b]. In particular, HF increases the number of L and H\(_{2}\)O\(^{+}\) defects and NH\(3\) the number of D and OH\(^{-}\) defects. However, it should be highlighted that despite the many laboratory experiments devoted to ice doped with these molecules [e.g., Granicher et al., 1957; Steinemann and Granicher, 1957; Levi and Lubart, 1961; Granicher, 1963; Levi, 1967; Bilgram and Gränicher, 1974; Hobbs, 1974; Petrenko and Whitworth, 1999, and references therein] that are in general agreement with the Jaccard theory [Camplin et al., 1978], a full understanding of the doping mechanisms in terms of impurity incorporation and chemical dissociation, and the consequent generation of the defects, has not yet been achieved. After many years of experimental studies it is now evident that the dielectric properties of the doped ice do not depend on the class of the dopant molecule (i.e., if it is an acid, a base, or a salt), but rather the key parameter is the capability of the dopant to substitute the water molecules and to generate protonic point defects. For example, some acids like HF or HCl can be very effective dopants while others, like H\(_{2}\)SO\(_{4}\), are surprisingly less efficient in creating extrinsic defects and changing the dielectric properties of the ice [Gross et al., 1994; Gross and Svec, 1997].

In the following we will discuss in detail the dielectric properties of HF doped ice, as this molecule is the most soluble and active ice dopant, and can be considered as a reference model to explain the behavior of other compounds. Figure 11 schematically illustrates the static and high-frequency conductivity behavior as a function of temperature and HF concentration. At low concentrations and high temperatures (Figure 11, left), \(\sigma_{\text{pp}}\) is determined by the intrinsic L defects (majority carriers) and rapidly decreases with temperature due to the high activation energy (about 0.6 eV) of such defects [Camplin et al., 1978]. Moreover, the high-frequency conductivity increases weakly with the impurity concentration (orange line...
Finally, at high concentrations (Figure 11, right) the magnitude of the conductivity value because they add to the intrinsic H$_3$O$^+$ defects, which are a few orders of magnitude higher than those of the HF doped ice. The orange curve refers to $\sigma_x$, and the green curve to $\sigma_s$, (left) In the low-concentration and high-temperature range the high-frequency conductivity is much larger than the static conductivity; (middle) in the intermediate region $\sigma_x$ is still larger than $\sigma_s$ except at the crossover temperature, where $\epsilon_x - \epsilon_s = 0$ (DL = $\sigma_s$), and the ice behaves as a pure conductor. (right) In the high-concentration and low-temperature regime the high- and low-frequency conductivity are of the same order of magnitude and the trend of $\sigma_s$ versus concentration becomes nonlinear.

The other important ice dopant is NH$_3$, which has been studied, among others, by Levi et al. [1963], Chai and Vogelhut [1965], Arias et al. [1966], and Hubmann [1978]. According to the Jaccard theory, this molecule should introduce both OH$^-$ and D extrinsic defects in the ice lattice, thus increasing $\sigma_x$ and decreasing $\sigma_s$ because the D defects partially compensate the excess of intrinsic L defects [Petrenko and Whitworth, 1999]. The experimental data, however, only show an increase of $\sigma_x$ with the impurity concentration, and no appreciable variation in $\sigma_s$ has been found [Arias et al., 1966; Hubmann, 1978]. This observation seems in the insert plot of Figure 11, left), as the dopant introduces only a small amount of extrinsic L defects with respect to those that already exist in the ice as intrinsic L defects (cf. Table 3). The presence of HF also introduces extrinsic H$_3$O$^+$ defects (minority carriers); these new defects significantly affect the static conductivity value because they add to the intrinsic H$_3$O$^+$ defects, which are a few orders of magnitude lower than those of L defects (cf. Table 3). As a consequence, the trend of $\sigma_s$ increases steeply with the impurity concentration (green line in the insert plot of Figure 11, left). Furthermore, since the extrinsic H$_3$O$^+$ defects are the product of the full dissociation of HF, they exhibit a very small activation energy, with the consequence being that $\sigma_s$ is almost independent of temperature. As the temperature decreases or the concentration increases the behavior of $\sigma_x$ and $\sigma_s$ becomes more complex, because both L and H$_3$O$^+$ defects contribute to these quantities without predominance of one defect over the other. The defects modify and interchange their role when the ice passes the so-called “crossover temperature” $T_c$ (Figure 11, middle). Above $T_c$, the L defects are the majority carriers and dominate $\sigma_x$, (orange curve), whereas H$_3$O$^+$ are the minority carriers and control $\sigma_s$ (green curve). The opposite is true below $T_c$, as the L defects become the minority carriers, now affecting $\sigma_x$, (green curve), and H$_3$O$^+$ the majority carriers, affecting $\sigma_s$, (orange curve). As a consequence, also the temperature slope of the high- and low-frequency conductivities interchange: $\sigma_x$ versus $1/T$ becomes less steeper and $\sigma_s$ versus $1/T$ becomes much steeper. Finally, at high concentrations (Figure 11, right) the magnitude of $\sigma_x$ and $\sigma_s$ become comparable and the experimental data indicate that $\sigma_x$ tends to become proportional to $|x|^{1/2}$ (inset plot in Figure 11 (right)).

The dielectric behavior of HCl doped ice is quite similar to that of HF doped ice [Gross et al., 1978] even if, at low temperatures (i.e., below the crossover temperature), the curves of $\sigma_x$ and $\sigma_s$ are less separated than those of the HF doped ice [Takei and Maeno, 1987]. The effect of Cl$^-$ in ice has also been studied using salts like NaCl [Gross et al., 1978; Grimm et al., 2008], KCl [Maeno, 1973], and CaCl$_2$ [Grimm et al., 2008]. In particular, Gross et al. [1978] did not find any appreciable difference between the effect produced by the acid and the salt dopants and thus made the assumption that Cl$^-$ enters the ice lattice as HCl [Maeno, 1973; Gross et al., 1978; Petrenko and Whitworth, 1999]. A different interpretation has recently been given by Grimm et al. [2008] who, on the basis of their experimental evidence, suggested that Cl$^-$ enters the ice lattice producing two L defects instead of one L defect and one H$_3$O$^+$, as in the case of HCl.
to indicate that the conductivity is only affected by the OH$^-$ defects [Petrenko and Whitworth, 1999, and references therein]. More interestingly, it has been proven that the presence of NH$_4^+$ ions increases the solubility of some anions (e.g., Cl$^-$ and F$^-$) or even facilitates the incorporation of some insoluble anions (e.g., NO$_3^-$ and SO$_4^{2-}$) in the ice lattice [Gross et al., 1977, 1987, 1994]. It follows that, given two compounds having the same anion and the same impurity concentration, the compound with the NH$_4^+$ cation will have a higher $\sigma_\infty$ with respect to the compound without the ammonium (e.g., Gross and Svec, 1997; Stillman et al., 2013a). This result can be explained assuming that NH$_4^+$ favors the accommodation of the soluble and insoluble anions in the ice structure, generating more point defects [Gross and Svec, 1997]. More recently, Stillman et al. [2013a] interpreted the increase in $\sigma_\infty$ associated with NH$_4^+$ ions to a larger $L$ defects concentration produced by an enhanced partitioning of Cl$^-$. The few examples discussed above clearly illustrate that, in general, doped ice electrical properties are poorly constrained because they depend, in a nontrivial way, on solubility and concentration of the dopant and on the temperature of the ice. Unfortunately, the experiments in this field suffer the same problems already discussed for pure water ice, as the difference in sample preparation, impurity concentration, laboratory procedure, and measurement techniques do not yield reproducible data. The lack of consistency in the experimental procedures is probably the main cause preventing a univocal interpretation of the doped ice dielectric phenomena.

6. Dielectric Properties of Natural Water Ice

6.1. Meteoric Ice

What is known about the electrical properties of meteoric ice is mainly based on the results obtained during more than 40 years of polar (and subpolar) ice core research. In fact, the electrical measurements have been a powerful tool to estimate, in a nondestructive way, the impurity concentration in each resolvable ice layer composing the core (see Appendix A), with the final goal of inferring the environmental conditions at the time the ice was formed [Wolff, 2000, and references therein]. In meteoric ice the four most common ionic impurities are (i) sea salt ions, (ii) sulfuric acid produced by volcanic eruptions, (iii) ammonium and organic anions, and (iv) terrestrial dust-derived ions (cf. Figure 4). In general, the bulk ionic concentration in meteoric ice is low, on the order 1–10 $\mu$M, even though much larger concentrations (several hundreds of micromolar) can be found in some glacier basal layers [Cuffey et al., 2010]. The ice core electrical measurements have been performed using either electrical conductivity measurements (ECM) [Hammer, 1980] or Dielectric Profiling (DEP) [e.g., Moore et al., 1994a; Wolff et al., 1997; Wolff, 2000] (for details see Appendix A). The measurements conducted with ECM have found a nonlinear relation between the direct current (DC) and H$^+$ concentration measured in the meltwater, whereas no correlations have been reported with other ionic species [Hammer, 1980]. It is worth noting that, as explained in detail in Appendix A, ECM does not allow one to retrieve the $\sigma_s$ value of ice [Maccagnan and Duval, 1982]. On the other hand, DEP measurements have shown that high-frequency conductivity is linearly dependent on ionic impurity concentration in meltwater, according to the general expression

$$\sigma_\infty = \sigma_{\infty, \text{pure}} + \sum_i \sigma_i [x_i]$$  \hspace{1cm} (18)

where $\sigma_{\infty, \text{pure}}$ is the high-frequency conductivity of pure ice, $[x_i]$ are the concentration of the specific ions, and $\sigma_i$ are the molar conductivities. The most common relationship found in the literature is that proposed by Wolff et al. [1995]

$$\sigma_\infty = 9 + 4[H^+] + 1[NH_4^+] + 0.55[Cl^-]$$  \hspace{1cm} (19)

where $\sigma_\infty$ is expressed in $\mu$S m$^{-1}$ and the ionic concentration in $\mu$M. In equation (19) the first term represents the contribution of pure ice, estimated by Camplin et al. [1978] on a laboratory-grown single crystal. The second coefficient was estimated by Moore et al. [1989, 1994a] based on measurements performed on ice cores collected in Antarctica and Greenland. The third coefficient was calculated by Moore et al. [1994a] from data collected on Greenland cores, where ammonium salts are common. Finally, the forth term was estimated by Moore et al. [1992] from Greenland cores containing sea salts. In equation (19) the uncertainties in both the acid and ammonium coefficients are as large as 20%, whereas those in the others two coefficients are only on the order of a few percent [Moore et al., 1994a; Wolff, 2000]. The conductivity...
given by equation (19) is normalized to the reference temperature –15°C. However, different molar conductivity coefficients have also been derived in other coring sites, sometimes using a different reference temperature [Moore et al., 1989; Barnes et al., 2002]. The proportionality between the high-frequency conductivity and the ionic concentration found in meteoric ice is conceptually similar to that found in laboratory-grown ice doped for the low-concentration and high-temperature range (cf. section 5.2). However, quantitatively the measurements on laboratory-grown and meteoric ice are in disagreement and seem to suggest that Bjerrum defects are more numerous in polar ice than in artificial ice [Takei, 2007]. If this difference is explained within the framework of Jaccard theory, this pattern suggests that it could be claimed that the impurity partition is more effective in meteoric than in laboratory-grown ice [Moore et al., 1992; Stillman et al., 2013b]. Indeed, it has been shown that the dielectric properties of ice samples derived from polar ice core that has been melted and refrozen are similar to those of laboratory-grown ice [Takei, 2007]. However, it cannot be ignored that the growth process underlying ice formation, which is very different in natural and artificial conditions, has a strong impact on the mechanisms that control the distribution and location of impurities as well as on the total number of ions incorporated in the ice lattice. Moreover, the properties of natural ice are affected by structural imperfections, gas bubbles and/or clathrate hydrates [Takei, 2007] and are subject to change over time due to postdepositional and recrystallization processes [Kulessa, 2007], annealing and aging [Reynolds, 1985], and impurity displacement and transport [Rempel et al., 2002].

6.2. Sea Ice

As described in section 3.2, sea ice is a multiphase structure composed of ice Ih crystals, gas, liquid brine, solid salts, and other impurities. As a result its electric properties are quite variable and, for natural samples, can be strongly site specific. For this reason it is difficult to associate unambiguous values to the permittivity and conductivity of sea ice. The literature reports a variety of dielectric measurements conducted on sea ice in different experimental conditions, such as temperature interval, frequency range, salinity percentage, aging, and growing mechanism [see, e.g., Vant et al., 1978; Hallikainen and Winebrenner, 1992]. The experimental procedure to prepare and measure both natural and laboratory-grown sea ice samples is complex [Addison, 1969]. For example, in natural ices, when a piece of ice is cut from a larger mass, brines could drain from the sample and prevent a correct measurement of the bulk dielectric properties [Addison, 1969]. On the other hand, there is always an uncertainty in how well laboratory-grown sea ice is able to reproduce the electrical properties of natural sea ice [Ingham et al., 2012]. Fujino [1967] measured the complex permittivity of two sea ice samples between 268 K and 203 K in the frequency range 100 Hz–50 kHz. The first sample was a natural “mosaic” ice, sealed in a box to limit brine drainage, while the second was a “granular” ice obtained by pouring synthetic brines, at freezing temperature, on a sample of snow. In spite of the different origins, the two samples showed a similar dielectric behavior consisting of two abrupt changes in the trends of permittivity and conductivity versus temperature. The first change occurs at the NaCl eutectic temperature (about 250 K), when the salt starts to precipitate in the brine and produce a mixture of liquid and solids. The second change takes place at the temperature (about 218 K) where the entire brine salt content turns into a solid eutectic mixture. Below this temperature liquid brine does not exist anymore.

In this study, Fujino [1967] also found two anomalous frequency dispersion regions. The first, at low frequencies, was attributed to the migration of ions within the brine channels, which produces a DC conductivity and an ion-space charge polarization. The second, at higher frequencies, was associated to the Debye relaxation of protons in the ice. Addison [1969, 1970], using artificial samples of sea ice, studied a wider range of frequency and temperature values (up to 100 MHz and down to 123 K), finding similar relaxation phenomena reported by Fujino [1967]. In addition, the author identified a further dispersion mechanism in the megahertz region and interpreted such phenomenon using the Maxwell-Wagner-Sillars model [Sillars, 1937], which combines the electrical properties of the brine cells with those of the ice matrix. The three dispersion mechanisms, at different temperatures, are illustrated in Figure 12.

Vant et al. [1978] carried out an extensive study at higher frequencies (100 MHz–40 GHz), performing electric measurements on both artificial and natural sea ice (first year and multiyear ice) as well as an in-depth analysis of various empirical models. The authors concluded that the dielectric behavior of sea ice is well described by the Tinga et al. [1973] mixing rule. A modification of this model was proposed afterward by Morey et al. [1984] and Arcone et al. [1986], who introduced an additional term, due to bulk DC conductivity, to take into account the hydraulic permeability between the various brine pockets.
6.3. Marine Ice

Marine ice electrical properties have only been studied by Moore et al. [1994b]. The ice core was collected in the Ronne Ice Shelf (Antarctica) and the analyses were performed on samples extracted at four different depths (from 154 m to 197 m). The salinity of the meltwater ranged from 0.076 ± 0.00 to 0.024 ± 0.00 which, as discussed in section 3.3, is intermediate between meteoric and sea ice. The authors measured the dielectric properties of the samples at 251 K and found $\sigma_\infty$ on the order of 100 $\mu$S/m. Figure 13 illustrates these results (open squares) together with conductivity data collected on meteoric and sea ice samples. The figure shows that only two marine ice samples are fitted by the linear regression of the low-salinity data (meteoric ice), whereas the other two significantly deviate from such trend. The authors argue that the dielectric behavior of the two low-salinity samples is in agreement with that of meteoric ice as the $\text{Cl}^-$ ions are incorporated in the ice lattice, producing L defects. In contrast, the dielectric behavior of the other two samples could be explained by the fact that the $\text{Cl}^-$ concentration is above the solubility limit, thus causing the ions to also concentrate at the grain boundaries.

Finally, Figure 13 highlights the fact that meteoric and sea ice belong to two different populations, characterized by conductivities (or attenuation) which differ by almost 3 orders of magnitude.

7. Dielectric Properties of Hydrates and Icy Mixtures

7.1. Clathrate Hydrates

As discussed in-depth in sections 5.1 and 5.2, pure ice Ih follows a Debye relaxation model as the reorientation of the water molecules proceeds with only a single relaxation time. Conversely, clathrate hydrates show a slightly different dielectric behavior, better described by a Cole-Cole model [Cole and Cole, 1941], which exhibits a larger dispersion bell-shaped curve due to a continuous distribution of relaxation times. Dielectric properties of clathrate hydrates have been studied since the early 1960s, in comparison with those of ice Ih and sometime those of ice Ic. However, type II clathrate hydrates have been
better characterized than type I because the latter have, in general, more volatile guest molecules and thus are difficult to accurately measure [e.g., Davidson, 1973; Gough et al., 1973; Davidson et al., 1977; Davidson and Ripmeester, 1978; Murthy, 1999].

Both types of clathrate hydrates have a region of dielectric absorption in the audiofrequency range, which can be ascribed to the freezing of reorientational motion of the water molecules; however, the departure of the dispersion-absorption curve from the Debye model is usually small in type II and much broader in type I [Davidson, 1973]. Interestingly, even though the two types of clathrate hydrates are clearly distinguishable on the basis of their absorption and dispersion curves, they have similar \( \varepsilon_s \) and \( \varepsilon_\infty \) values (see Table 6).

In particular, the static permittivity follows the typical \( 1/T \) trend, and it is quite smaller (about 60 at 243 K) than that of ice Ih, probably due to the lower density of the clathrates [Rick and Freeman, 2010]. The high-frequency value, in case of nonpolar guest molecules, is comparable (about 2.9 at 243 K) with that of ice Ih, whereas it becomes higher if the guest molecules are polar (see Table 6). Moreover, the “mean” relaxation frequency of the clathrate hydrates is only slightly higher than that of ice Ih when the guest molecules are nonpolar, but increases significantly in the case of polar guests (see Figure 14), as such molecules introduce additional Bjerrum defects in the surrounding ice lattice. Moreover, it has been shown that oxygen-containing guests shorten the relaxation time of the host clathrate hydrates by 3 orders of magnitude and reduce its activation energy by almost a factor of 2 [Alavi et al., 2010, and reference therein]. The presence of polar guest molecules in the clathrate hydrates modifies the overall dielectric spectrum, adding a second region of dielectric dispersion and absorption associated with the much faster reorientation of such molecules [Gough et al., 1973]. In practice, \( \varepsilon_\infty \), which is the high-frequency side of the dispersion region associated with reorientation of the water molecules, corresponds to the static permittivity of the dispersion associated with the reorientation of the polar guest molecules. The relaxation frequency of polar guests like CO, H\(_2\)S [Davidson et al., 1977; Davidson et al., 1987], and SO\(_2\) [Gough et al., 1983], which reorient extremely quickly, falls in the MHz region at very low temperatures (tens of kelvins) but moves in the gigahertz range or higher above about 60 K [Gough et al., 1973].

<table>
<thead>
<tr>
<th>Material</th>
<th>Clathrate Type</th>
<th>Relaxation Frequency (kHz)</th>
<th>Activation Energy (eV)</th>
<th>( \varepsilon_s )</th>
<th>( \varepsilon_\infty )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ice Ih</td>
<td>-</td>
<td>0.11</td>
<td>0.575</td>
<td>107</td>
<td>3.1</td>
</tr>
<tr>
<td>Argon</td>
<td>Type II</td>
<td>1.66</td>
<td>0.247</td>
<td>62</td>
<td>2.85</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>Type II</td>
<td>0.88</td>
<td>0.343</td>
<td>61</td>
<td>2.85</td>
</tr>
<tr>
<td>Acetone</td>
<td>Type II</td>
<td>279.22</td>
<td>0.282</td>
<td>70 (236 K)*</td>
<td>8.6(168 K)*</td>
</tr>
<tr>
<td>Ethylene oxide</td>
<td>Type I</td>
<td>482.29</td>
<td>0.334</td>
<td>62</td>
<td>7.7</td>
</tr>
<tr>
<td>Cyclopropane</td>
<td>Type I</td>
<td>0.51</td>
<td>0.494</td>
<td>53</td>
<td>2.9</td>
</tr>
<tr>
<td>Trimethylene oxide</td>
<td>Type II</td>
<td>331.57</td>
<td>0.303</td>
<td>65</td>
<td>5.63</td>
</tr>
<tr>
<td>Tetrahydrofuran</td>
<td>Type II</td>
<td>159.15</td>
<td>0.309</td>
<td>67</td>
<td>5.06</td>
</tr>
</tbody>
</table>

*The reference temperature is ~233 K when not specified.
* Taken from Suga et al. [1993].

**Table 6.** Dielectric Properties of Different Type of Clathrate Hydrates After Davidson [1973] and Davidson and Ripmeester [1978]

**Figure 14.** Relaxation frequencies of some clathrate hydrates and pure water ice as a function of temperature, extrapolated from Table 6. The comparison of the various curves shows that the relaxation frequencies of these compounds are always higher than that of pure water ice and that such differences increase with decreasing temperatures. The legend indicates the guest molecules (cf. Table 6).
The types of clathrate hydrates that have been hypothesized to be present in the Galilean icy satellite crusts, and especially on Europa, are SO₂, CO₂, H₂S and CH₄ [Prieto-Ballesteros et al., 2005], and O₂ [Hand et al., 2006]. To our knowledge, no specific data have been published on the dielectric properties of such clathrate hydrates; however, their dielectric behavior can be inferred from the general properties described above. Thus, we can expect that nonpolar guest molecules, like O₂, CH₄, and CO₂, should only weakly affect the dielectric behavior of the overall clathrate structure, slightly increasing the relaxation frequency with respect of that of pure water ice. On the other hand, the presence of polar guests like H₂S and SO₂ should significantly increase the relaxation frequency of the clathrate hydrates.

### 7.2. MgSO₄ and Na₂SO₄ Hydrates

Magnesium and sodium sulfate hydrates have long played an important role in the theoretical considerations regarding the composition of the Jovian icy satellites [e.g., Kargel, 1991; Kargel et al., 2000]. The subsequent experimental confirmation made by NIMS [McCord et al., 1999, 2001; Dalton, 2003; Dalton et al., 2005] gave further strength to this hypothesis, even if there is still no full agreement on the interpretation of the spectra [Dalton et al., 2010; Brown and Hand, 2013, and references therein]. Based on the issues discussed in section 5.5, it can be expected that neither MgSO₄ nor Na₂SO₄ have the chemical characteristics to enter the ice lattice in substitution of water molecules; thus, they should aggregate in the ice only as inclusions.

The equilibrium phase diagram (at \( P = 1 \) atm) of the binary system MgSO₄ - H₂O [McCarty et al., 2007; Fortes and Choukroun, 2010] shows that magnesium sulfate has multiple levels of hydration and can form four hydrated salts in equilibrium with an aqueous solution, each having a unique crystal structure (see Table 7). Similarly, the equilibrium phase diagram of the binary system Na₂SO₄ - H₂O shows that Na₂SO₄ has multiple levels of hydration, with two stable hydrates and one (heptahydrate) metastable hydrate (see Table 7) [McCarty et al., 2007; Fortes and Choukroun, 2010].

The dielectric behavior of MgSO₄ and Na₂SO₄ (pure or hydrated) is poorly known, as very few data have been published so far. However, some experimental values, measured at about 300 K in the kilohertz–megahertz range, can be found in a series of papers published by Borel [1893], Voronkov [1958], Burton and Turnbull [1937], Cheng [1939], Roberts [1949], and Kamiyoshi and Miyamoto [1950]. In addition, the studies performed by Cheng [1939] and Kamiyoshi and Miyamoto [1950] suggest that the real part of permittivity in a composite material like a hydrate salt can be estimated as follows

\[
\varepsilon_{\text{hd}} = \frac{2P_a + 2nP_w + (M_{\text{hd}}/\rho_{\text{hd}})}{(M_{\text{hd}}/\rho_{\text{hd}}) - P_a - nP_w}
\]  

(20)

where \( P = \frac{\rho - 1}{\rho + 2} \) is the Clausius-Mosotti equation for the molar polarizability, \( M \) the molecular weight, \( \rho \) the density, and \( n \) the hydration number. The suffixes \( a \), \( w \), and \( \text{hd} \) refer to the anhydrous phase, the water of crystallization, and the hydrate phase, respectively. Figure 15 shows the permittivity estimated with equation (20) for the hydrate sulfates of Table 7, together with the data available in the literature. The values of \( \varepsilon_{\text{hd}} \) have been calculated using the data reported in Kamiyoshi and Miyamoto [1950]: \( P_{\text{anhyd}} = 29.60 \text{cm}^3 \text{g}^{-1} \), \( P_{\text{water}} = 6.67 \), \( P_{\text{Na}_2SO_4} = 36.70 \text{cm}^3 \text{g}^{-1} \), and \( P_{\text{water}} = (8.62 \pm 0.13) \text{cm}^3 \text{g}^{-1} \). Both estimated and experimental values, reported in Figure 15, clearly show that the permittivity decreases with the hydration number.

### Table 7. Crystal Structure, Molecular Weights, and Density of MgSO₄ and Na₂SO₄ Stable Hydrates

<table>
<thead>
<tr>
<th>Sulfate Hydrates</th>
<th>Natural Mineral</th>
<th>Crystal Structure</th>
<th>Molecular Weight (g/mol)</th>
<th>Density (g/cm³)</th>
</tr>
</thead>
<tbody>
<tr>
<td>MgSO₄</td>
<td>-</td>
<td>orthorhombic</td>
<td>120.37</td>
<td>2.66</td>
</tr>
<tr>
<td>MgSO₄ · H₂O</td>
<td>Kieserite</td>
<td>monoclinic</td>
<td>138.38</td>
<td>2.57</td>
</tr>
<tr>
<td>MgSO₄ · 6H₂O</td>
<td>Hexahydrate</td>
<td>monoclinic</td>
<td>228.46</td>
<td>1.76</td>
</tr>
<tr>
<td>MgSO₄ · 7H₂O</td>
<td>Epsomite</td>
<td>orthorhombic</td>
<td>246.47</td>
<td>1.67</td>
</tr>
<tr>
<td>MgSO₄ · 11H₂O</td>
<td>Meridianate</td>
<td>triclinic</td>
<td>318.54</td>
<td>1.51</td>
</tr>
<tr>
<td>Na₂SO₄</td>
<td>Thenardite</td>
<td>orthorhombic</td>
<td>142.04</td>
<td>2.66</td>
</tr>
<tr>
<td>Na₂SO₄ · 7H₂O</td>
<td>Heptahydrate</td>
<td>(unknown)</td>
<td>268.15</td>
<td>(unknown)</td>
</tr>
<tr>
<td>Na₂SO₄ · 10H₂O</td>
<td>Mirabilite</td>
<td>monoclinic</td>
<td>322.19</td>
<td>1.46</td>
</tr>
</tbody>
</table>

The dielectric behavior of MgSO₄ and Na₂SO₄ (pure or hydrated) is poorly known, as very few data have been published so far. However, some experimental values, measured at about 300 K in the kilohertz–megahertz range, can be found in a series of papers published by Borel [1893], Voronkov [1958], Burton and Turnbull [1937], Cheng [1939], Roberts [1949], and Kamiyoshi and Miyamoto [1950]. In addition, the studies performed by Cheng [1939] and Kamiyoshi and Miyamoto [1950] suggest that the real part of permittivity in a composite material like a hydrate salt can be estimated as follows

\[
\varepsilon_{\text{hd}} = \frac{2P_a + 2nP_w + (M_{\text{hd}}/\rho_{\text{hd}})}{(M_{\text{hd}}/\rho_{\text{hd}}) - P_a - nP_w}
\]  

(20)

where \( P = \frac{\rho - 1}{\rho + 2} \) is the Clausius-Mosotti equation for the molar polarizability, \( M \) the molecular weight, \( \rho \) the density, and \( n \) the hydration number. The suffixes \( a \), \( w \), and \( \text{hd} \) refer to the anhydrous phase, the water of crystallization, and the hydrate phase, respectively. Figure 15 shows the permittivity estimated with equation (20) for the hydrate sulfates of Table 7, together with the data available in the literature. The values of \( \varepsilon_{\text{hd}} \) have been calculated using the data reported in Kamiyoshi and Miyamoto [1950]: \( P_{\text{anhyd}} = 29.60 \text{cm}^3 \text{g}^{-1} \), \( P_{\text{water}} = 6.67 \), \( P_{\text{Na}_2SO_4} = 36.70 \text{cm}^3 \text{g}^{-1} \), and \( P_{\text{water}} = (8.62 \pm 0.13) \text{cm}^3 \text{g}^{-1} \). Both estimated and experimental values, reported in Figure 15, clearly show that the permittivity decreases with the hydration number.
7.3. Dirty Ice

Besides the effects of the soluble chemical impurities, ice electrical properties are also affected by the presence of mineral grains mechanically trapped in the polycrystalline structure. This type of ice, usually called dirty ice, is uncommon on Earth as the amount of grain content in meteoric ice is negligible (usually lower than 1%) [Petit et al., 1999]. Conversely, dirty ice is common in planetary materials, as demonstrated by recent measurements on the Martian polar caps [Plaut et al., 2007; Li et al., 2012] and by observations performed on the icy Galilean satellite surfaces [Moore et al., 2004; Pappalardo et al., 2004].

The literature on dielectric measurements of dirty ice analogs is fairly limited and relatively recent. In the framework of the Rosetta mission, the dielectric properties of mixtures of ice and dunite, montmorillonite, and kaolinite (with a maximum dust mass fraction of 25%) were measured by Herique et al. [2002]. The scope of the work was to predict the radio wave velocity inside comet-like materials. The authors measured real and imaginary parts of permittivity on dry and frozen samples as a function of temperature (77–350 K) and at specific frequencies (0.12, 1.2, and 12 kHz). They extrapolated the results at the operating frequency of CONSERT (90 MHz), finding a different dispersive behavior at high and low temperatures. Above about 200 K the bulk permittivity exhibits a significant dispersion and it is dominated by the ice. Below this temperature the bulk permittivity is substantially frequency independent, it is dominated by the grain density and, to a lesser extent, by their mineral composition.

Stillman et al. [2010] measured the electrical properties of ice silicate/salt mixtures with different volume fractions as a function of temperature (180–298 K) and frequency (1 mHz–1 MHz). They found a complex spectrum with five dielectric relaxation frequencies associated with different physical mechanisms. In particular, at the lowest temperature (181 K) they observed a first relaxation, due to the dipole reorientation process of adsorbed water (at ∼630 kHz), and a second one associated with the rotation of $L$ defects (at ∼200 Hz). Moreover, they identified two Maxwell-Wagner effects, one due to interfacial polarization within adsorbed water (at ∼10 Hz) and another produced by polarization between salt hydrates and silicates (at ∼10 mHz). Finally, a further low-frequency dispersion was observed in samples at low water content.

Heggy et al. [2012] measured cometary analogs (ice/chondrites mixtures) with porosities from 20% to 50% as a function of frequency (1 MHz–1 GHz) and temperature (113–298 K). Their data indicate that the real part of permittivity increases with temperature; however, the results were not conclusive for the imaginary part, as it was too low to be measured. As expected, the authors also found a dependence of complex permittivity on bulk density and retrieved the following empirical equation for the real part $\varepsilon' = 2.2^{\rho_{\text{bulk}}}$ (with $\rho_{\text{bulk}}$ expressed in g cm$^{-3}$). Furthermore, to overcome the lack of experimental data in the imaginary part, Heggy et al. [2012] applied the Maxwell-Garnett rule [Sihvola, 1999] to determine the dependence of this quantity on dust content ($\varepsilon'' = 2.3 \times 10^{-2} \varepsilon^{1.17/\rho_{\text{bulk}}}$).

Figure 15. Plot showing the real part of permittivity of different magnesium and sodium sulfate hydrates estimated using equation (20) (dark blue magnesium, red sodium) together with the experimental values available in the literature. The uncertainties on the predicted data have been calculated using the error propagation formula applied to equation (20), while those for the experimental data are the values reported (when given) by the authors.
In order to evaluate the attenuation of radar signals in Martian polar terrains, Mattei et al. [2014] studied the effect of basalt dust in ice, measuring the complex permittivity versus temperature (150–250 K) and frequency (20 Hz–1 MHz) of dry basalt dust, pure ice, and two different ice/basalt mixtures (11% and 43% dust fractions). The results show that the $\varepsilon'(\nu)$ spectrum of the mixtures is very similar to the one of pure ice, approaching a high-frequency value of $\varepsilon_\infty = 3.5$ and $\varepsilon_\infty = 5.0$, respectively. On the other hand, the imaginary part exhibits a more complex behavior (see Figure 16): at low frequencies and high temperatures the $\varepsilon''(\nu)$ spectra resemble that of pure ice, whereas at high frequencies and low temperatures they tend to flatten and converge toward the values of the dry material. This behavior suggests that the imaginary part of dielectric permittivity is approximately a linear combination of those of ice and basalt grains.

8. Dielectric Properties of Nonwater Ices

8.1. Solid CO$_2$

CO$_2$ ice is common in the Galilean satellites and could be generated from internal degassing (as in Callisto) or from radiolytic and photolytic reactions involving carbonaceous material in water ice [Dalton et al., 2010, and references therein]. It is not clear, however, if it can be present in the icy crusts as a pure phase, enclathrated in water ice or adsorbed on other species, or some combination of all three. CO$_2$ is the simplest form of linear triatomic molecules abundant in nature. At low pressures and temperatures, CO$_2$ condenses as a molecular solid in the cubic structure (known as dry ice, phase I), which is characterized by strong double bonds (C=O distance of 1.16 Å) and rather weak intermolecular interactions.

The literature on the dielectric behavior of CO$_2$ ice in the megahertz to gigahertz range is very limited. Pettinelli et al. [2003] conducted laboratory experiments on solid CO$_2$ (ice, snow, and powder) in both the frequency and time domains. The measurements in the frequency domain (20 Hz–1 MHz) were performed using a capacitive cell filled with CO$_2$ ice powder and connected to an impedance analyzer (LCR meter).
Ammonia is a very efficient “antifreezing” chemical compound, and its presence has been hypothesized to explain phenomena such as cryovolcanism. It also plays a fundamental role in justifying the presence of an ocean below the Ganymede and Callisto icy crusts (see, e.g., Spohn and Schubert [2003] and literature therein). Several condensed hydrogen-bonded molecular phases of ammonia have been identified at low temperatures: a fluid phase, two rotationally disordered solid phases (II and III), and three low-temperature fully ordered crystalline phases (I, IV, and V). The low temperature and pressure phase I has a cubic structure and undergoes phase transitions into phase IV (orthorhombic structure) between 3 and 4 GPa. Phases I and IV are compatible with the range of pressures (0–5 GPa) and temperatures (100–300 K) typical of the Galilean icy satellites. However, as water ice is the predominant solid ice phase in both Ganymede and Callisto, ammonia is most likely to be stable as ammonia dihydrate (NH₃·2H₂O) or monohydrate (NH₃·H₂O) [Fortes and Choukroun, 2010].

To our knowledge only one paper on the dielectric properties of pure NH₃ ice has been published to date [Smyth and Hitchcock, 1934], which reports the values of the real part of permittivity and conductivity versus temperature (87–194.1 K) and frequency (0.3, 1, 5, and 60 kHz). Results indicate a slight increase with temperature and a slight decrease with frequency of the real part of permittivity, with ε′ ranging between 3.36 and 4.83. On the other hand, the measurements show that the conductivity exhibits a weak increase with frequency and a weak decrease with temperature, with values lower than 0.1 × 10⁻⁹ S m⁻¹ in the temperature range 87.0–150.2 K (for all frequencies) and values of 3.5 × 10⁻⁹ S m⁻¹ (at 0.3 kHz) and 8.4 × 10⁻⁹ S m⁻¹ (at 60 kHz) near the melting point (194.1 K) (for details see Smyth and Hitchcock [1934]). The authors, in analogy to the behavior of pure water ice, attributed the slight frequency dispersion measured in their solid sample, as well as the high-conductivity value measured in the liquid

<table>
<thead>
<tr>
<th>Table 8. Comparison Between CO₂ Ice Dielectric Properties Estimated in Two Different Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Material</td>
</tr>
<tr>
<td>CO₂ ice</td>
</tr>
<tr>
<td>CO₂ snow</td>
</tr>
<tr>
<td>CO₂ powder(1)</td>
</tr>
<tr>
<td>CO₂ powder(2)</td>
</tr>
<tr>
<td>CO₂ powder(3)</td>
</tr>
</tbody>
</table>

*Apparent permittivity (see Appendix A).
phase ($\varepsilon = 25$, $\sigma = 5.5 \times 10^{-6} \text{S m}^{-1}$), to a small amount of ionic impurities present in the NH$_3$ sample, concluding that there is no dipole rotation in solid ammonia.

The dielectric behavior of frozen, highly concentrated water-ammonia solutions has been investigated at low frequency (near DC and at about 1 MHz) by Lorenz [1998] and in the microwave range by Lorenz [1999], Lorenz and Shandera [2001], and Paillou et al. [2008]. The measurements performed by Lorenz [1998] were conducted on several samples of water-ammonia ices (from a few percent to 30% of ammonia) frozen with liquid nitrogen at a temperature of about 77 K (see details in Lorenz [1998]). The real part of permittivity was estimated at 12 Hz and 0.6 MHz using a standard capacitance technique and the imaginary part in the kilohertz range using a vector network analyzer (VNA). The results of these measurements can be considered semiquantitative as they are affected by large uncertainties (10% on the real part of permittivity and 20% on the imaginary part) and several calibration problems, and thus, as highlighted by the author, are only indicative of the dielectric behavior of water-ammonia ices. Nevertheless, the data show that the real part of permittivity increases with ammonia concentration (from 3.1 for 0% to 4.5 for 30%) and that a similar trend is also visible in the imaginary part of permittivity [see Lorenz, 1998, Figure 3a], especially in the values collected at higher frequencies. In the microwave range, the dielectric parameters of water-ammonia ice have been estimated by Paillou et al. [2008] using the resonant cavity method (at 10 GHz). The authors measured the complex permittivity of several samples (at a temperature of about 77 K), doubling the ammonia concentration in each sample (from 1.7% to 28%). The reported values confirmed the behavior observed at lower frequency by Lorenz [1998], with an increase from 3.13 to 4.38 in the real part and from 0.0013 to 0.0042 in the imaginary part as a function of the ammonia concentration. It is worth noting that Paillou et al. [2008] also calculated the loss tangent of their ammonia-rich ice samples, obtaining values lower than 10$^{-3}$, which are much smaller than those previously estimated from calorimetric data acquired using a microwave oven [Lorenz, 1999; Lorenz and Shandera, 2001].

9. Radio Wave Propagation in the Icy Crusts of Jovian Satellites

9.1. Estimated Wave Parameters

The information on the dielectric behavior of the various types of ice reviewed in the previous sections, and specifically on $\varepsilon_\infty$ and $\sigma_\infty$, is the starting point from which the radio wave parameters can be calculated (cf. section 4.2). Regardless of the GPR characteristics, once the radar signal has “entered” the subsurface, maximum penetration depth, vertical resolution, and time depth of the interfaces all depend on the dielectric properties of the subsurface materials. Using the data available from the discussions above (but neglecting the volumetric scattering effects which are beyond the scope of this review), we have attempted to determine the electromagnetic wave parameters affecting the fate of the radar signal. Figure 17 reports the attenuation rate $\alpha$ (dB/km) versus $1/T$ (or $T$ on the top axis of the graph) for different materials, calculated at 9 MHz and 60 MHz, i.e., the operating frequencies of RIME and REASON, using equation (6) and plotted in the 270–150 K interval. It should be noted that since the literature data are heterogeneous in terms of measured temperature intervals and frequency ranges, and very few data refer to temperatures below 200 K or frequencies above 1 MHz, some assumptions have been made; these assumptions are described in detail in the following. For CO$_2$ ice we used the permittivity data at 10 kHz and about 195 K [Pettinelli et al., 2003], and we assumed that such values are valid at 9 MHz and 60 MHz and are constant over the entire temperature range. For dirty ice we applied the Bruggeman mixing formula [Sihvola, 1999] to Mattei et al. [2014] data to estimate the permittivity of the dust, then we used these data together with Auty and Cole [1952] pure water ice data to estimate the complex permittivity of an icy mixture with 11% of dust. For pure water ice, doped ice (with HCl and NH$_3$), and nonpolar guest clathrate hydrate we assumed a single Debye relaxation process and used equation (3) to estimate the real and imaginary parts of the permittivity of the various ices, starting from the data reported in Auty and Cole [1952], Kawada [1978], Gross et al. [1978], and Davidson [1973]. Note that for HCl doped ice, we used the data with the concentration of HCl at its solubility limit. For the NH$_3$ ice we extrapolated the data measured at 60 kHz [Smyth and Hitchcock, 1934] to 9 MHz and 60 MHz, assuming a conductive behavior for the imaginary part and a constant value for the real part. Finally, to estimate the attenuation of sea ice, we used the data reported in Figure 12, on the basis of the measurements performed by Addison [1969] on a 5.12% salinity ice sample (cf. section 6.2).
Accounting for the assumptions made, several interesting conclusions can be drawn from an analysis of Figure 17. First of all, for some materials (CO\textsubscript{2} ice, dirty ice, and sea ice) the attenuation is frequency dependent. As a consequence, for each of them the curves at low and high frequencies are distinct, whereas for the other materials the curves at 9 MHz and 60 MHz coincide. As expected, among all materials reported in the graph, pure water ice is the most transparent over the whole temperature range. For temperatures above about 220 K the different data [i.e., Auty and Cole, 1952; Kawada, 1978] are in agreement; however, below this temperature the values measured by Kawada [1978] progressively diverge from the perfectly linear trend of Auty and Cole [1952] (cf. Figure 10). Also, the attenuation trend of NH\textsubscript{3} doped ice and nonpolar guest clathrate hydrate does not deviate significantly from that of pure water ice. The former is in agreement with the experimental evidence discussed in section 5.5 which indicates that NH\textsubscript{3} does not increase \(\sigma_\infty\), and the latter is in agreement with the behavior expected for a nonpolar guest clathrate hydrate, as discussed in section 7.1. Regarding NH\textsubscript{3} ice, it is interesting to note that despite the limited amount of experimental data available to compute \(\alpha\), the attenuation trend is clearly recognizable. In the temperature interval where the ammonia data are present, which starts below 200 K as the freezing point of ammonia at \(P=1\) atm is about 195 K, the attenuation of this type of ice is always larger than those of pure water ice, NH\textsubscript{3} doped ice, and nonpolar guest clathrate hydrate. The estimated attenuation for CO\textsubscript{2} ice and dirty ice is relatively high and becomes the highest at low temperatures, due to their temperature-independent nature. Finally, the attenuation of HCl doped ice and especially that of sea ice and polar guest clathrate hydrate is remarkably high, being 3 orders of magnitude larger than that of pure water ice, and significantly decreases when the temperature drops. Using the data on the high-frequency real part of permittivity reported in the literature it is possible to also estimate radio wave velocity (applying equation (7)) and maximum vertical resolution (applying equation (8)). These calculated values are reported in Table 9, where the vertical resolution has been computed for the 9 MHz RIME antenna (bandwidths 1 MHz and 3 MHz) [Bruzzone et al., 2013] and for the 9 MHz and 60 MHz REASON antennas (bandwidths 3 MHz and 10 MHz) [Grima et al., 2013]. As expected, the vertical resolution in the same type of material is higher for larger bandwidths; on the other hand for a fixed bandwidth the resolution increases with permittivity of the material.

9.2. Radar Equation

The dielectric properties and wave parameters can be used to produce realistic electromagnetic models of the Jovian satellites icy crusts or, alternatively, once the radar data have been acquired, to invert such data and extract some information on the geological nature of the subsurface, as attempted by several authors for the Moon and Mars in past and ongoing missions [e.g., Porcello et al., 1974; Picardi, 2004;
Table 9. Permittivity, Velocity, and Vertical Resolution in Various Types of Ice

<table>
<thead>
<tr>
<th>Material</th>
<th>$\varepsilon'$</th>
<th>$v$ (m/µs)</th>
<th>$\Delta z$ (m) ($\Delta f = 1$ MHz)</th>
<th>$\Delta z$ (m) ($\Delta f = 3$ MHz)</th>
<th>$\Delta z$ (m) ($\Delta f = 10$ MHz)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pure ice</td>
<td>3.1</td>
<td>170.4</td>
<td>170.4</td>
<td>56.8</td>
<td>17.0</td>
<td>[Petrenko and Whitworth, 1999]</td>
</tr>
<tr>
<td>Dirty ice</td>
<td>3.5</td>
<td>160.4</td>
<td>160.4</td>
<td>53.5</td>
<td>16.0</td>
<td>[Mattei et al., 2014]</td>
</tr>
<tr>
<td>Nonpolar clathrate (Cyclopropane)</td>
<td>2.9</td>
<td>176.2</td>
<td>176.2</td>
<td>58.7</td>
<td>17.6</td>
<td>[Davidson, 1973]</td>
</tr>
<tr>
<td>Polar clathrate (Trimethylene oxide)</td>
<td>5.6</td>
<td>126.4</td>
<td>126.4</td>
<td>42.1</td>
<td>12.6</td>
<td>[Davidson, 1973]</td>
</tr>
<tr>
<td>CO$_2$</td>
<td>2.1</td>
<td>206.0</td>
<td>206.0</td>
<td>68.7</td>
<td>20.6</td>
<td>[Pettinelli et al., 2003]</td>
</tr>
<tr>
<td>MgSO$_4$ · 11H$_2$O eutectic mixture</td>
<td>3.8</td>
<td>153.7</td>
<td>153.7</td>
<td>51.2</td>
<td>15.4</td>
<td>[Clausius-Mosotti formula]</td>
</tr>
<tr>
<td>Na$_2$SO$_4$ · 10H$_2$O eutectic mixture</td>
<td>3.2</td>
<td>166.9</td>
<td>166.9</td>
<td>55.6</td>
<td>16.7</td>
<td>[Young and Frederikse, 1973]</td>
</tr>
<tr>
<td>NH$_3$ ice</td>
<td>3.4</td>
<td>163.2</td>
<td>163.2</td>
<td>54.4</td>
<td>16.3</td>
<td>[Smyth and Hitchcock, 1934]</td>
</tr>
</tbody>
</table>

$^a$Vertical resolution has been computed for RIME and REASON radars.

Zhang et al., 2008; Campbell et al., 2008; Lauro et al., 2010, 2012. The returned power $P_r(z)$ from a buried interface, smooth and flat relative to the wavelength of the radio wave (horizon), and located at $z$ depth inside the planetary crust, depends on several parameters as follows [Gudmandsen, 1971]

$$P_r(z) = \frac{R(z) A(z) B(z) \Psi(z)}{2(H + z/\sqrt{\varepsilon(z)})^2} P_e$$

(21)

In this equation, $R(z)$ represents the reflectivity which, as discussed in section 4.2, is a function of the dielectric contrast between two adjacent layers, and $A(z)$ is the two-way attenuation along the propagation path given by $A(z) = e^{-\int \alpha(z) \, dz}$ where $\alpha(z)$ is the attenuation coefficient defined in equation (6). Moreover, $B(z)$ accounts for the birefringence and $\Psi(z)$ is the total transmission (two-way path) after multiple reflections due to internal layers. The term $[2(H + z/\sqrt{\varepsilon(z)})]^2$ is the geometric spreading, which depends on the spacecraft altitude $H$, the depth $z$, and the depth-averaged permittivity $\varepsilon(z)$; for an orbiting GPR at a fixed $H$, such a term can be considered constant ($\approx 4H^2$) as $H > z$. Furthermore, $P_e$ is the irradiated effective power corrected for the system gain (azimuth and range compressions). In airborne GPR data acquired on polar ices, the term $B(z)$ is usually assumed to be depth independent [Matsuoka et al., 2010], the geometric spreading is considered constant, and the transmission coefficient $\Psi(z)$ is approximately unity [MacGregor et al., 2007]. Thus, assuming that the same approximations hold for the data acquired on Jovian satellite icy crusts, equation (21) can be simplified as

$$P_r(z) = R(z) A(z) P_e$$

(22)

where $P_e$ is the irradiated power corrected for the geometrical spreading and the birefringence factor. Equation (22) shows that, besides the evaluation of $P_e$, the reflected power depends on the attenuation $A(z)$ and the reflection coefficient $R(z)$, which are functions of the physical and geological properties of the subsurface.

9.3. Radar Signal Attenuation

To our knowledge, very few papers have been dedicated to model the radar response in the crust of the Jovian satellites, and they are all devoted to study the interior of Europa, under the assumption that an orbiting GPR would be operating at 50 MHz. This frequency represents the best trade-off between the effect of Jupiter’s radiation noise and signal attenuation in the icy crust. However, in the case of RIME, a lower operating frequency of 9 MHz was chosen to maximize the probability to detect deep subsurface structures, while minimizing the effect of surface roughness. The consequent higher radio noise from Jupiter will be avoided by acquiring data only on the anti-Jovian side of the icy satellites [Bruzzone et al., 2013]. On the other hand, for REASON two different antennas (9MHz and 60MHz) have been proposed.

Chyba et al. [1998] first estimated radar signal attenuation in the europaan subsurface, assuming different thermal profiles within the crust (conductive and convective). The authors estimated the electrical properties of the icy crust by applying the Maxwell-Garnett mixing formula to a mixture of pure ice and lunar soil at different volume fractions (1%, 10%, and 50%), finding, in the most favorable case (i.e., 1% volume fraction), a detectability limit of the ice/ocean interface at about 10 km. Subsequently, Moore [2000] and Blankenship et al. [2009] modified this model, using the lowest concentration (1% volume fraction) suggested by Chyba et al. [1998] but substituting the lunar soil with salt grains.
The authors simulated the structural and dynamical properties of the Europa crust in three geologically plausible scenarios (see Figures 18a (left)–18c (left)). The first model (Figure 18a) considers a thin conductive shell composed of "marine-like" ice subjected to accretion/ablation processes at the bottom of the crust (Figure 18). The second model (Figure 18b) considers a thicker conductive shell, composed of salty ice overlying a thin layer of brine-rich sea ice, which is subject to tectonic processes capable of generating crustal features associated with rapid freezing of water injected along cracks [Greenberg et al., 1998]. The third scenario (Figure 18c) depicts solid-state convection in the icy crust [McKinnon, 1999]; in this model a conductive stagnant lid of salty ice overlies a convective cleaner and warmer ice, similar to terrestrial sea ice, in which the impurities have been segregated downward in brine pockets [Pappalardo and Barr, 2004]. Figures 18a (right)–18c (right) also illustrates the attenuation rate (at 50 MHz) associated with the various scenarios, which has been estimated using different electromagnetic properties for each layer, as described in Moore [2000]. The third scenario has also been studied by McKinnon [2005], who estimated radar signal attenuation in cold/hot convective plumes made of dirty ice (with different percentages of silicates), assuming weak convection near the convective instability threshold [McKinnon, 1999]. The results of that work highlight that radar signal propagation into the cold downwelling part is favored with respect to that in a pure conductive shell (Figure 19).

Similar results were found by Di Paolo et al. [2014], who evaluated the detectability of a liquid ocean buried beneath a 10 km thick convective icy crust, considering a 9 MHz radar signal. The authors computed the
reflected power from the ice/ocean interface in seven different thermal scenarios (Figure 20), from hot upwelling (1) to cold downwelling (7), confirming that the detection of the ocean is possible only near the cold plume. In addition, Di Paolo et al. [2014] suggested that a sharp interface between dusty and pure ice could be detected on Ganymede and Callisto in the first few kilometers.

9.4. Dielectric Targets

On Earth, three major mechanisms control the radio wave internal reflections inside the polar ice sheets. In the first few hundred meters, where air bubbles are present, the dominant cause of radar reflections is the contrast in density which, as discussed in section 5.3, affects the real part of permittivity. At greater depths, contrast in chemical impurities (σ contrast) and in the alignment of the ice fabric in the polycrystalline structure (ε′ contrast), which is quantified by the COF [Hargreaves, 1978; Fujita and Mae, 1994], becomes predominant [Fujita et al., 1999; Siegert and Kwok, 2000; Matsuoka et al., 2003]. On the icy satellites, reflectors similar to those described above for terrestrial ices can be associated with different geological features. Dielectric interfaces due to compositional contrasts could be generated by thermal segregation of impurities (such as salts and/or acids) associated with present or past convective/tectonic processes, such as those proposed to explain chaos terrains on Europa [Collins et al., 2000; Pappalardo and Barr, 2004; Collins and Nimmo, 2009]. Moreover, several dielectric features could also be associated with buried impact craters [Blankenship et al., 2009]: (i) a blanket of ejecta (eventually in multiple overlapping layers) covering the old surficial material, (ii) solidified eutectics associated with rapid melting/freezing due to the impact, and (iii) impact related structures like crater basins. On Ganymede and Callisto, a dielectric interface could be associated with the geological contact between a silicate-rich regolith layer (possibly related to sublimation deglaciation and/or mass wasting phenomena [Moore et al., 1999]) and the underlying cleaner ice substrate [Prockter et al., 1998]. The thickness of such a layer is still unknown but some authors estimated a regolith thickness of few to some tens of meters [see, e.g., McKinnon and Parmentier, 1986].

Figure 19. (left) Thermal profiles and (right) radar signal attenuation at 50 MHz in the cold/hot convective plumes for the Europan crust (taken from McKinnon [2005]).

Figure 20. Power reflected by the ice/ocean interface located at 10 km depth in the Europa crust, considering seven different thermal profiles [Di Paolo et al., 2014].
Dielectric interfaces related to abrupt changes in COF [Barr and Stillman, 2011] could be caused by the strain related to solid-state convection [Goldsby and Kohlstedt, 2002]. On Europa, horizons between regions with different orientation fabrics could be present within the stagnant lid and in the cold downwelling [Barr and Stillman, 2011]. The COF could be connected to the brittle-ductile transition (BDT) within the ice shell. On Europa such a transition is expected to be at a depth between hundreds of meters and a few kilometers [Williams and Greeley, 1998; Nimmo et al., 2003; Hurford et al., 2005; Nimmo and Schenk, 2006], on Ganymede a relic BDT is thought to be located at a depth of about 2–3 km [Golombek and Banerdt, 1985, 1986; Collins et al., 2013; Dombard and McKinnon, 2001; Nimmo et al., 2002; Nimmo and Pappalardo, 2004] and on Callisto down to several kilometers [Golombek and Banerdt, 1986; McKinnon, 2006]. Recently, Eshafte and Heggy [2013] performed measurements of the mechanical strength of ice in connection to the estimation of the permittivity, estimating the depth of the BDT to be about 5–6 km for Europa and 60–100 km for Ganymede. McCarthy et al. [2011] also performed experiments on the mechanical properties of ice Ih and on an ice Ih/meridianite eutectic mixture, highlighting that for a crust composed of salty ice the BDT is not sharp with a transition to a semibrittle rheology.

On Europa dielectric interfaces could also be associated with the boundary between ice and water lenses of eutectic mixtures, fluids in fractures, brine pockets, and refrozen brines, possibly present at a depth of a few kilometers beneath the chaotic regions and ridges [Collins and Nimmo, 2009; Schmidt et al., 2011; Walker and Schmidt, 2015] or in warm ice close to the ocean/ice interface [Chyba et al., 1998].

Finally, a strong dielectric reflector should be associated with the ice/ocean interface which, on Europa, is supposed to be located at a depth within a few tens of kilometers [Pappalardo et al., 1998]. On Ganymede this interface is assumed to be deeper than 150 km [Kivelson et al., 1998; Satin and Tobie, 2004; Kuskov and Kronrod, 2005; Seufert et al., 2011], even though such a value could be reasonably reduced to 60–80 km by the presence of ammonia in the water [McKinnon and Parmentier, 1986; Spohn and Schubert, 2003]. On Callisto, measurements of the induced magnetic field suggest that the ice/ocean reflector is located at a depth between 150 and 300 km [Khurana et al., 1998; Zimmer et al., 2000; Zhang, 2003; Kuskov and Kronrod, 2005].

Considering the complexity of the targets described above, it is rather difficult to produce a realistic electromagnetic model of the internal structure of the icy satellite crusts. However, it can be conceptually useful to look at the dielectric contrast generated by two adjacent materials, as it can help to understand what could be the detectability limit of each dielectric contrast. Under the assumption of a normally incident plane waves and a perfectly flat interface between two adjacent layers, we used equation (9) to estimate the reflection coefficients (expressed in decibels) between pure water ice and the materials reported in Table 9. Note that for the reflection coefficient of the COF we used the highest value proposed by Fujita and Mae [1994]. Moreover, for the brines, not reported in the table, we used a permittivity value of 90 [Stogryn, 1971] and for the sulfate eutectic mixtures we computed the bulk
permittivity applying the Bruggeman formula, using 3.1 for water ice, 5.3 for MgSO$_4$·11H$_2$O and 5.0 for Na$_2$SO$_4$·10H$_2$O (cf. Figure 15). The permittivity values of CO$_2$, NH$_3$, and dirty ice have been taken from Pettinelli et al. [2003], Smyth and Hitchcock [1934], and Mattei et al. [2014] and that of clathrate hydrates from Table 6. The results are illustrated in Figure 21 together with the signal-to-noise ratio (SNR) estimated by Blankenship et al. [2009]. The data show that in the best case, i.e., when the attenuation in the upper layer is negligible as considered here, all contrasts but COF should be detectable as they are well above the SNR threshold.

10. Final Remarks

The present review has been inspired primarily by ESA's selection of JUICE, with its radar payload RIME, as the first large mission within its Cosmic Vision Program 2015–2025, as well as by the proposal recently approved by NASA regarding a possible parallel mission to Europa. However, the theoretical basis and the experimental evidence summarized and discussed here are also of great interest for the geophysical exploration of the Earth, the Moon, Mars, comet 67P/Churyumov-Gerasimenko and, in general, all solar system bodies where ice can be present at surface or at relatively shallow depths (tens of kilometers). The starting point of this work has been the general similarity between terrestrial and extraterrestrial polycrystalline water ice Ih and, consequently, the expected invariance in its physical behavior. Beyond such similarity, the study of extraterrestrial ice dielectric properties represents a totally “new and unexplored world,” first of all because of the limited knowledge on the thermodynamic state of the Jovian satellite crusts and, second, because of the lack of information on ice origin, evolution, and impurity composition. For pure water ice, as for any other crystalline material, the theory on electrical conduction and dielectric polarization is able to account for each phenomenon if, and only if, the crystal is “ideal,” i.e., truly pure. Every deviation from this ideality introduces new parameters which are difficult to account for. As highlighted in the review, Jaccard theory is sufficient to generalize and quantify both conduction and polarization phenomena in pure water ice using the kinematic concept of protonic point defects migration. That said, the interpretation of experimental data within the framework of the Jaccard theory is not trivial, due to the lack of a standard procedure in ice preparation and measuring techniques, which limits data reproducibility and intercomparison. The introduction of dopants increases the complexity of the phenomenon as incorporation into the ice lattice is not yet fully understood, and it is not totally clear what type of defects are created and in what percentage. The complexity becomes even higher when the coexistence of different chemical species generates cooperative phenomena. Bearing in mind these critical aspects, the development of a predictive dielectric model capable of accounting for the effects of impurity concentration, ice temperature, and measuring frequency, is currently quite challenging. Moreover, the analysis of the dielectric properties of other ices (such as CO$_2$, NH$_3$, and hydrates) indicates that, at present, very limited information can be extracted, as the experimental data are sparse and usually do not cover the temperature and the frequency intervals of interest for exploration of the icy moons.

These unresolved issues merit specific attention and should be addressed through additional laboratory work. In particular, standardized methodologies that address sample preparation and environmental conditions should be developed to allow for a better intercomparison of results among different laboratories, as ice's dielectric properties strongly depend on the cooling process and growth mechanism. Furthermore, particular effort should be made to solve the apparent diversity in dielectric behavior between laboratory-grown and natural ice. Last but not least, a great effort is required to improve the understanding of the dielectric behavior of nonwater ices which, so far, has only been explored for a very limited spectrum of materials.

Despite the limitations described above, in this work we have critically reviewed the available results on the dielectric behavior of the materials that have been detected or that are expected to be present, in the Jovian icy satellite crusts. Among these we have selected the most suitable data to compute the different radio wave propagation parameters (attenuation, velocity, vertical resolution, and reflection coefficient) with the final goal to obtain an overview of the dielectric behavior of potentially present materials at the frequency and temperature ranges of interest for the subsurface sounders. Our results allow to compare the different attenuating behavior of the various ices and help to visualize the variety in “dielectric strength” of the targets. These data, together with all other information reported in this review, represent a solid starting point to tackle the topic of solar system ices dielectric properties.
Every planetary mission represents a unique occasion to significantly improve our knowledge in every field of science related to the mission. The next two decades, the time span between JUICE mission selection and completion, will certainly not disappoint the expectations of the scientific community.

Appendix A: Measurements Techniques for the Estimation of the Ice Electrical Properties

The electromagnetic characterization of natural and artificial solid, liquid, and granular samples can be performed using different measurement techniques, which can operate in either the frequency or time domain regimes (see Figure A1). From the viewpoint of the measurement procedure, frequency domain techniques (dielectric spectroscopy) are generally more complex; however, they permit direct calculation of the real and imaginary parts of the permittivity from the circuit parameters, assuming a specific equivalent circuit. The main constraint of the frequency domain approach is the frequency band characteristic of each type of instrument (Figure A1), which strongly limits the possibility to perform measurements on the same type of device under test (DUT) in a very broad frequency range (i.e., from DC to microwave). Conversely, time domain measurement techniques are simpler but data analysis is more complicated and laborious. For example, to obtain the same dielectric parameters as in the frequency domain, the time domain data should be transformed from time to frequency domain and fitted using some dielectric model. However, both approaches are intimately connected and should yield, in principle, the same results [Kaatze, 2004]. Regardless of the type of technique employed, the measurement procedure should fulfill the following requirements: (i) data acquisition should be simple and fast, (ii) sample volume should be large (i.e., the bulk properties of a material should be measured), and (iii) the experimental techniques should be reproducible. An in-depth description of the different techniques used for material electromagnetic characterization is beyond the scope of this review, but can be found in Chen et al. [2004] and Kaatze [2013]. In the following we will only briefly describe the most common methods used to measure dielectric properties of ice or icy materials.

A1. Techniques for Laboratory-Grown Ice

The most common frequency domain technique used for ice dielectric characterization is based on the measurement of the impedance of a capacitor (i.e., a capacitive cell) filled with the test material over a wide range of frequencies, from extremely low frequency (ELF) up to very high frequency (VHF) [von Hippel, 1954; Kaatze, 2013]. In practice, accurate impedance readings can be obtained using capacitive cells equipped with guarded electrodes, which guarantee that the applied electric field is perpendicular to the sample surface [Scott and Curtis, 1939; Misra, 2004], and adopting four-wire fixtures. The equivalent circuit of the cell consists of a pure capacitor, which accounts for the polarizability of the material, in parallel to a resistor representing the relevant electric losses. An autobalance bridge (or LCR meter) applies a voltage signal to the cell and measures the in-phase and quadrature current components, from which the capacitance $C(\nu)$ and loss tangent $\tan \delta(\nu)$ are estimated versus frequency. The real part of permittivity $\varepsilon'(\nu)$ is directly calculated from the ratio of cell capacitance, measured when filled with test material, to capacitance measured when the cell is empty: $\varepsilon'(\nu) = C(\nu)/C_0$. Note that $C_0$ is a quantity determined by the cell geometry and is, in general, a frequency-independent parameter. Once the real part of permittivity is known, the imaginary part is directly estimated from the measured loss tangent using the equation $\varepsilon'' = \varepsilon' \tan \delta$ from which the effective conductivity can be calculated. Some considerations should be made on the accuracy and sensitivity of the capacitive cell method. At very low temperatures, such as those required to simulate the material that composes the crust of icy satellites, the in-phase and quadrature current components in the cell have very different amplitudes, with the former (i.e., the dissipative term) being much smaller than the latter. As a consequence, the real part of permittivity can be measured with a good accuracy (typical uncertainties are better than about 1%), whereas the lower measurable limit of the loss tangent is of the order of $10^{-3} - 10^{-2}$ which, for very cold ice (or in general for low-loss materials), can be of the same order as the quantity being measured (see, e.g., Agilent Technologies Impedance Measurement Handbook, 2000, http://www.mksa.deit.univpm.it/biblioteca/sala_tecnica/scaffale_strumenti/RLC_meters/monogr/ZMeasHB.pdf). It follows that the accuracy on the conductivity is always worse than that of the real part of permittivity.
At ultrahigh frequencies (UHF—microwaves), the most common method is based on the measurement of wave propagation parameters in a transmission line filled with test material. These parameters can be either estimated in the time domain, using a pulse generator and an oscilloscope through dedicated instruments (TDR), or in the frequency domain, with a VNA. TDR has been extensively used in snow, firn, and ice studies [see, e.g., Stein et al., 1997; Stacheder, 2005], as it is also suitable for in situ measurements. In addition, it allows the estimation of the material apparent permittivity $\varepsilon_a = \frac{1}{2} \left( \varepsilon' + \sqrt{(\varepsilon')^2 + (\varepsilon'')^2} \right)$ using the signal velocity through $c_a = (c/v)^2$, and the DC conductivity from the signal amplitude under stationary conditions (i.e., when the multiple-wave reflections are fully decayed). These parameters can be measured with an accuracy on the order of a few percent (see for details, e.g., O'Connor and Dowding [1999] and Ferré and Topp [2000]). More extensive information can be obtained from measurements in the frequency domain using a two-port transmission line and the so-called scattering parameters (S-parameters), that is, the ratio of reflected or transmitted wave, at each port, to the incident wave (for details see Chen et al. [2004]). The extraction of the real and imaginary parts versus frequency of the material under test requires a suitable algorithm like, for example, the one proposed by Nicolson-Ross-Weir (NRW) [Chen et al., 2004, and references therein]. For this method, the accuracy in the real part of permittivity is much better (a few percent) than that in the imaginary part which, in turn, can be estimated within a lower limit of about $10^{-2}$ [Mattei et al., 2013]. Finally, in the microwave range the complex dielectric permittivity can also be measured using resonant cavities, operating only at single frequencies, with an accuracy on the order of 0.01% for the real part of permittivity and an achievable lower limit for the imaginary part on the order of $10^{-8}$, which implies a high degree of accuracy on this parameter [Chen et al., 2004; Kaatze, 2013].

A2. Techniques for Ice Cores

A2.1. ECM and AC-ECM methods

Electrical measurements on ice cores have been extensively used for almost four decades, with the main purpose being to infer the ice chemical content as a proxy of the atmospheric composition at the time the snow was deposited [Wolff, 2000]. Techniques employed to perform such measurements, such as ECM and DEP, can be considered the nondestructive “evolution” of the method commonly used to measure a specific conductivity profile on melted samples along an ice core [Hammer, 1977]. They were originally developed to rapidly detect the abrupt and strong changes of ice core chemical composition associated with specific volcanic or climatic events.

The ECM was first proposed by Hammer [1980], who explored the electrical variability of an ice core at high spatial resolution (a few millimeters), applying the well-known DC resistivity method commonly used in geophysical prospecting. He suggested that the intensity of the direct current recorded in a specific core
layer is correlated to the level of acidity in the meltwater of that layer. The setup proposed by Hammer [1980] consisted of a pair of brass electrodes fed by a voltage of 1250 V and separated by a distance of 1 cm. The electrode pair was moved at a velocity of 10–20 cm s\(^{-1}\) on a freshly exposed ice core surface in a zigzag fashion (to minimize the influence of air bubbles and other causes of poor contact) to measure the current I between them. The ice core was then sampled and meltwater was analyzed in terms of acidity to build a calibration curve. He found the following correlation: 

\[
[H^+] = 0.045 I^{1.73} \text{ at } -15^\circ\text{C},
\]

where the current is expressed in \(\mu\text{A}\) and the acidity concentration in \(\mu\text{eq} / \text{kg}\). However, the above-mentioned correlation seems to hold just for Greenland ice cores, as no significant correlation has been found for Antarctic ice cores [Maccagnan and Duval, 1982; Legrand, 1987; Taylor et al., 1992]. This different behavior has been explained by Stillman et al. [2013b] using Jaccard theory. Moreover, despite the name, since the exact contact area of the electrodes with the ice and the current geometry are unknown, and since the current response is not linear with voltage [Taylor et al., 1992], the method is not suitable to quantitatively estimate the DC conductivity [Maccagnan and Duval, 1982]. In fact, the space charge buildup, which takes place close to the ice/electrodes interfaces, over time produces a current reduction that prevents the measurement of the DC value [Hammer, 1983; Neftel et al., 1985]. Schwander et al. [1983] attempted to find an empirical linear relationship between ECM current and conductivity; however, their results were inconclusive. Finally, besides the well-known effect of ice temperature on current intensity [Hammer, 1980; Neftel et al., 1985] it should be underlined that ECM, being mainly affected by surface conductivity, is not totally reproducible, as suggested by significant current variations observed after a time lapse of few weeks to few months [Taylor et al., 1992].

As discussed above, ECM is affected by uncertainty that can be mainly attributed to: (i) space charge effects arising close to the electrode/ice contact region and (ii) modification of charge location and distribution in the ice caused by the large electric fields typically applied to the ice core. The former effect implies that the measured current is not stable versus time, whereas the latter is thought to be the primary reason for the degradation of ice surfaces preventing the repeatability of the measurement, unless a mechanical resmoothing of the surface is performed before a new measurement.

To circumvent these problems, Sugiyama et al. [1995] proposed a new method based on alternating current (AC) conductance measurements performed at low electric field levels and at frequencies high enough (about 1 MHz) to suppress the space charge effects and reduce, at the same time, the variability due to dielectric relaxations (practically absent above about 100 kHz). The AC-ECM employs the same electrode geometry as the standard ECM, which essentially consists of two cylindrical rods (3 mm diameter, 1 cm apart) grazing the outside skin of the ice. The system slides along the ice core with a continuous motion to obtain measurements with high spatial resolution (few millimeters). However, in contrast to the original ECM, the electrodes are not polarized by a high DC voltage but connected to an LCR meter (usually a Hewlett-Packard 4284A) operating in the AC regime with an amplitude range of 1–3 V. The measurements are capable of estimating the complex admittance with a high degree of accuracy, using a four-wire configuration, in a wide band of frequencies. The method was validated through the comparison with results obtained from a capacitive cell filled with the same material [Sugiyama et al., 1995], allowing a direct cross check between the real part of the admittance (i.e., the conductance measured with the LCR meter) and the conductivity of the ice. This method was tested on several Antarctic and Arctic cores [Sugiyama et al., 2000], confirming its ability to provide a fast and reliable survey of ice core conductivity.

### A2.2. DEP Method

The DEP technique is based on the measurement of permittivity and conductivity of ice cores versus frequency through a capacitive cell equipped with curved electrodes, to match ice core shape. The method is equivalent to that already described for laboratory measurements in the ELF–VHF range, but suitably adapted to in situ core measurements [Moore and Paren, 1987]. The ice core is enclosed in a capacitor consisting of a pair of electrodes curved in an arc of 108°. One of the two electrodes (highly elongated in the direction parallel to the core axis) is used to apply the voltage signal to the capacitor (HI electrode), whereas the second, much thinner electrode, virtually grounded by the balance bridge, is used to pick up the current (LO electrode). The voltage to current ratio allows the measurement of the complex impedance. The LO electrode is placed between two contiguous additional electrodes, which play the role of guards. Early DEP systems [Moore and Paren, 1987] were built using a multielectrode assembly (made of a large number of 5 cm wide LO electrodes) deployed along the ice core. With such a
configuration, the LO electrodes are electrically switched such that when a given LO electrode is selected all the neighboring electrodes are grounded to play the role of guards. In this way a rapid dielectric profile of the core is performed with a resolution limited by the LO electrode width. In addition, DEP systems use blocking electrodes (i.e., electrodes insulated by a thin sheet of Teflon or through anodization) to suppress the charge exchange at the ice/metal interfaces, which is responsible for Maxwell-Wagner relaxation at low frequencies. With this technique Moore and Maeno [1991] performed detailed measurements on two cores from different Antarctic regions and having different chemical compositions, showing that DEP can accurately evaluate the conductivity $\sigma_\infty$ due to the presence of chemical impurities (salts and acids) in the ice. A more advanced DEP device was subsequently proposed by Wilhelms et al. [1998] in which the scanning of the ice sample is performed using a sledge mechanism capable of moving the electrodes (HI, LO, and Guards) along the core. In this way, and using a much thinner LO electrode (only 1 cm wide), the dielectric profile resolution is significantly improved.

**Notation**

**Acronyms**

AC alternating current.
ALSE Apollo Lunar Sounder Experiment.
BDT brittle-ductile transition.
COF crystal orientation fabric.
CONSERT Comet Nucleus Sounding Experiment by Radiowave Transmission.
DC direct current.
DEP Dielectric Profiling.
DUT device under test.
ECM electrical conductivity measurements.
ELF extremely low frequency.
GPR ground-penetrating radar.
HDA high-density amorphous ice
HF high frequency.
JAXA Japan Aerospace Exploration Agency.
JUICE JUpiter ICy moons Explorer.
LDA low-density amorphous ice.
LRS Lunar Radar Sounder.
MARSIS Mars Advanced Radar for Subsurface and Ionosphere Sounding.
MRO Mars Reconnaissance Orbiter.
NIMS Near-Infrared Mapping Spectrometer.
REASON Radar for Europa Assessment and Sounding: Ocean to Near-surface.
RES radio echo sounding.
RIME Radar for Icy Moon Exploration.
SEP surface electrical properties.
SHARAD SHAllow RADar.
SNR signal-to-noise ratio.
TDR time domain reflectometry.
UHF ultrahigh frequency.
VHF very high frequency.
VNA vector network analyzer.

**Parameters**

$A_n$ attenuation.
$B$ birefringence.
$C$ capacitance.
$c$ speed of light in vacuum.
D  dielectric displacement.
E  applied electric field.
$E^f_i$  activation energy of the $i$th defect formation.
$E^M_i$  activation energy of the $i$th defect motion.
$E_{act}$  activation energy.
$E_{a_w}$  activation energy of high-frequency conductivity.
$e_i$  effective charge of the $i$th defect.
$H$  spacecraft altitude.
$J_c$  conduction current density.
$J_d$  displacement current density.
$J_T$  total current density induced in a material.
$j$  imaginary unit.
$k_B$  Boltzmann constant.
$M_i$  normalization coefficient for mobility of the $i$th defect.
$M_{hd}$  molar weight of a hydrated salt.
$N$  number of $\sigma_s$ molecules per unit volume.
$N_i$  normalization coefficient for volumetric concentration of the $i$th defect.
$n$  hydratation number.
$n_i$  volumetric concentration of the $i$th defect.
$P$  polarization.
$P_a$  polarization of an anhydrous salt.
$P_w$  polarization of water of crystallization.
$P_e$  irradiated effective power corrected for the geometric spreading and the birefringence factor.
$P_e$  irradiated effective power.
$P_r$  reflected power.
$R$  Fresnel reflection coefficient.
$r_{O-O}$  distance between two adjacent oxygens.
$T$  temperature.
$\tan \delta$  loss tangent.
$\nu$  phase velocity of a plane wave.
$[x]$  molar concentration.
$z$  unidimensional spatial coordinate.
$\alpha$  real part of the propagation constant (attenuation factor).
$\beta$  imaginary part of the propagation constant (phase constant).
$\gamma$  propagation constant.
$\Delta z$  range resolution.
$\Delta z$  radar signal bandwidth.
$\varepsilon$  complex relative permittivity.
$\varepsilon'$  real part of the complex relative permittivity.
$\varepsilon''$  imaginary part of the complex relative permittivity.
$\varepsilon_a$  apparent permittivity.
$\varepsilon_s$  static permittivity.
$\varepsilon_{\infty}$  high-frequency permittivity.
$\varepsilon_0$  vacuum permittivity.
$\varepsilon_{\perp}$  complex permittivity for electric field perpendicular to the $c$ axis.
$\varepsilon_{\parallel}$  complex permittivity for electric field parallel to the $c$ axis.
$\varepsilon_{hd}$  real part of permittivity for a hydrated salt.
$\varepsilon_w$  part of the permittivity of water of crystallization.
$\mu(z)$  depth-dependent average permittivity.
$\mu_i$  mobility of the $i$th defect.
$\nu$  frequency.
$\nu_{rel}$  relaxation frequency.
$\rho$  density.
$\rho_{bulk}$  bulk density.
ρ_{hid} \quad \text{density of a hydrated salt.}
σ \quad \text{effective conductivity.}
σ_D \quad \text{conductivity due to the } D \text{ defects.}
σ_{DL} \quad \text{Bjerrum conductivity.}
σ_{H_3O^+} \quad \text{conductivity due to the } H_3O^+ \text{ ions.}
σ_L \quad \text{conductivity due to the } L \text{ defects.}
σ_{OH^-} \quad \text{conductivity due to the } OH^- \text{ ions.}
σ_s \quad \text{static conductivity.}
σ_{e,\infty} \quad \text{high-frequency conductivity.}
σ_\parallel \quad \text{ionic conductivity.}
σ_{i,\text{molar}} \quad \text{molar conductivity of the } i\text{th ion.}
σ_{\text{e,pure,\infty}} \quad \text{high-frequency conductivity of pure ice.}
τ_{rel} \quad \text{relaxation time.}
Φ \quad \text{polarizability constant.}
Ψ \quad \text{total transmission coefficient.}
ω \quad \text{angular frequency.}
ω_{rel} \quad \text{relaxation angular frequency.}

Glossary

Annealing: heat treatment capable to modify strength, hardness, and ductility properties of materials.
Attenuation: energy reduction factor of electromagnetic waves propagating through a dissipative medium.
Backscattered echo: wave reflection due to discontinuities of the medium electromagnetic properties.
Brittle-ductile transition: crust region where rocks modifies the rheology becoming less likely to fracture and more likely to deform.
Bulk (permittivity, conductivity, and density): properties averaged in a large volume of material.
Chaos terrain: European surface areas with randomly distributed ridges, cracks, and plains.
 Cole-Cole model: generalization of the Debye relaxation model (see Debye relaxation).
Complex dielectric permittivity: complex parameter, relating the electric field to current density, which considers both the storage and dissipation of energy associated to the polarization process.
Complex magnetic permeability: complex parameter, relating the magnetic field to magnetic induction, which considers both the storage and dissipation of energy associated to the magnetization process.
Conductivity: real coefficient relating electric field to current density in materials.
Constitutive parameters: see complex dielectric permittivity and complex magnetic permeability.
DC resistivity method: measurement of resistivity of a material through DC current-voltage technique.
Debye relaxation: frequency dispersion due to the delay occurring between polarization response and applied electric field in materials.
Defect in ice lattice: see intrinsic and extrinsic defect.
Dispersive behavior: dependence of complex permittivity and permeability (and thus the wave velocity) on frequency.
δ^{18}O: ratio of stable isotopes δO^{18} to δO^{16} commonly used as a proxy of the temperature at the time of ice solidification.
Effective charge: fractional electric charge associated to migration of defects in ice according to Bjerrum theory.
Epsomite: hydrated magnesium sulfate (MgSO_4 \cdot 7H_2O).
Eutectic system: liquid solution of chemical elements mixed at the specific concentration that solidifies at the lower temperature than any other possible concentration.
Eutectic temperature: solidification temperature of eutectic liquid solutions.
Extrinsic defects: ice lattice defects caused by admixed impurities which increase the bulk electric conductivity.
Fresnel reflection coefficient: fraction of electromagnetic energy reflected by a dielectric interface due to discontinuity in subsurface materials.

Galileo mission: NASA mission devoted to studies of the inner solar system and Jupiter satellites.

Geometric spreading: inverse square law reduction of power density which occurs along a transmitter-receiver radio path.

High-frequency conductivity: real coefficient relating electric field to current density in ice at frequencies higher than Debye relaxation.

Hydrohalite: hydrated sodium chloride formed from brines at low temperatures (NaCl - 2H₂O).

Intrinsic defects: defects naturally present in ice lattice, governing the bulk electric conductivity.

Low-loss material: material with a low value of the imaginary part of complex permittivity.

Maxwell-Garnett rule: analytical mixing rule capable to evaluate the resultant complex permittivity of a mixture between two substances, as a function of their volume fractions and their individual complex permittivity.

Maxwell-Wagner effect: polarization process due to the charge separation occurring either at inner dielectric interfaces between two different materials (on microscopic scale) or at the external electrode-sample interfaces (on a macroscopic scale).

Meridianite: hydrated magnesium sulfate with chemical formula MgSO₄ - 11H₂O.

Mirabilite: hydrated sodium sulfate with chemical formula Na₂SO₄ - 10H₂O.

Optical axis: the optic axis of a crystal is the direction in which a ray of transmitted light suffers no birefringence (double refraction).

Partitioning (partition coefficient): fraction of chemical species which is included in the ice lattice with respect to the concentration in liquid phase.

Photolysis: chemical decomposition of molecules caused by electromagnetic radiation.

Polarization: displacement of bound charges in atoms and molecules (atomic or ionic polarization) or reorientation of existing dipoles under the effect of applied field.

Proton hopping: displacement of protons within the ice lattice which produces electric polarization and conductivity.

Proton ordering: process which controls the energetic status of protons in ice lattice, which, in turn, governs the transition among different ice phases.

Radiolysis: chemical dissociation of molecules by high-energy radiation.

Relaxation process: phenomenon associated with noninstantaneous polarization response of a material to the applied electric field (see also Debye relaxation).

Relaxation time: time delay between the dielectric polarization of a material and the applied electric field (see also relaxation process).

Solid-state convection: physical process involving convection in a solid ductile medium.

Space charge: effect arising by separation of mobile charge carriers at dielectric interfaces or close to electrode/material contacting region.

S-parameters: scattering parameters used to characterize a two-port transmission line, defined at each port as the ratio of reflected (or transmitted) waves, to the incident waves.

Stagnant lid: thermal conductive layer formed above a solid-state convective shell with a huge viscosity gradient.

Static conductivity: real coefficient relating electric field to current density in ice at frequencies lower than Debye relaxation.

Tholin: nitrogen-rich organic substances produced by solar radiation and/or energetic particles on nitrogen and methane gaseous mixtures.

References

Acknowledgments
We would like to thank Joseph A. MacGregor and the other anonymous reviewer whose contribution helped to significantly improve the quality of the manuscript. Moreover, we are grateful to Stanley Eugene Beaubien for correcting the English. This work has been supported by the Italian Space Agency through contract ASI/INAF 2013-056-RO. The data presented in this work are available; to have access to the files, please contact the corresponding author at the following email address: pettinelli@fis.uniroma3.it.

The Editor for this paper was Mark Moldwin. He thanks Joseph MacGregor and one anonymous reviewer for their review assistance on this manuscript.
Craven, M., F. Carsey, A. Behar, J. Matthews, R. Brand, A. Elcheikh, and A. Treverrow (2005), Borehole imagery of meteoric and marine ice layers in the Amery Ice Shelf, East Antarctica, J. Glaciol., 51(172), 75–84.
Hanel, R., et al. (1979), Infrared observations of the Jovian system from Voyager 1, Science, 204, 972–976, doi:10.1126/science.204.4396.972.
Reviews of Geophysics


Matsuoka, K. J. A. MacGregor, and F. Pattyn (2010), Using englacial radar attenuation to better diagnose the subglacial environment: A review, in 20101 13th International Conference on Ground Penetrating Radar (GPR), pp. 1–5, IEEE, Lecco, Italy.


Reviews of Geophysics


