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Variability properties of AGNs

>108 M! 4×107 M! 106 M!

(courtesy of P. Uttley)

High frequency break seems to scale with BH mass and accretion rate 
(Uttley & McHardy 2005, Markowitz & Uttley 2005, McHardy 2006)

tB∝ MBH
α/Lbol

β 

McHardy et al. 2006

AGNs

Cyg X-1
GRS 1915+105

α

β
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Gonzales-Martin & Vaughan 
(2012) study 104 nearby AGN 
f r o m X M M - N e w t o n 
observations. They test different 
scenarios:

• Break timescale depends 
only on BH mass

• Break timescale depends on 
BH mass and accretion rate.

The coefficient B is consistent 
with zero, i.e. weak or no 
dependence on accretion rate.

Accretion dependence challenged by XMM studies.

O. González-Martín and S. Vaughan: X-ray variability of 104 active galactic nuclei

Fig. 5. Observed bend timescale versus the BH mass. The continuous
line is the best-fitting following Eq. (4). The dashed lines illustrate the
±1 dex region around this model. Circles represent NLSy1s, squares
represent Type-1 Seyferts, and the small green star is the Type-2 Seyfert.
The open symbols are data-points reported in the literature and filled
symbols are the data-points reported here. The Cygnus X-1 data are
shown as a red big star. A dotted line is used to link multiple frequency
bends for the same object.

In order to test how well these scaling relations work over
the full range of black hole masses we also show representa-
tives values for the BH-XRB Cygnus X-1 (red star in the fig-
ures)9. The Cygnus X-1 points were not included in the fitting,
yet are clearly consistent with an extrapolation to much lower
MBH, strongly supporting the reliability of such relations over
the full range of MBH. Indeed, fitting the two models including
the Cygnus X-1 data resulted in parameter estimates consistent
with those given above.

The main difference compared with the results obtained by
McHardy et al. (2006) is a weak dependence of Tb on Lbol
in the present analysis. This remains the case when the fit-
ting is repeated with or without the Cygnus X-1 data (B =
−0.27 ± 0.27), using a lower mass estimate for NGC 439510,
or using a weighted least squares regression (i.e. making use
of the confidence intervals on Tb). However, if we use smaller
black-hole masses for NGC 4395 ((log (MBH) = 4.5, see
Vaughan et al. 2005; Uttley & McHardy 2005) and NGC 5506

9 We used the black hole mass of MBH = 15 ± 1 M⊙ recently presented
by Orosz et al. (2011). For the bolometric luminosity and characteristic
time scale we took the average of several estimates of the PSD bend
frequency from Axelsson et al. (2006) and bolometric flux from Wilms
et al. (2006) (using the data from their Model 5, Table 1 – see McHardy
et al. (2006) for justification of this choice of model). The observations
were chosen to be those with simultaneous bend frequency and bolo-
metric flux estimates. The luminosity Lbol was derived assuming a dis-
tance of D = 1.86 ± 0.12 kpc (Reid et al. 2011). The final bolometric
luminosity and frequency bend are Lbol = 2.26 ± 0.73 × 1037 erg s−1

and νb = 13.2 ± 6.0 Hz, respectively.
10 NGC 4395 is the object in our sample with the most “leverage” on
the regression model. It could have a lower black hole mass as discussed
by Vaughan et al. (2005) and Uttley & McHardy (2005) than the rever-
beration mapping mass of Peterson et al. (2005).

Fig. 6. Observed bend timescale against the predicted value based on the
best-fitting model following Eq. (5). Symbols are the same as explained
in Fig. 5.

Fig. 7. Ratio between the observed and predicted Tb values against
Eddington rate (Lbol/LEdd) using Eq. (4) (top) and Eq. (5) (bottom). The
continuous line shown in the top panel corresponds to the linear fit of
the data. Symbols are the same as explained in Fig. 5.

(log (MBH) = 6.5, see McHardy et al. 2006), and NGC 6860 is
removed11, the dependence with the Lbol found by McHardy
et al. (2006) is recovered (B = −0.70 ± 0.30, p = 0.01). Thus,
this weak dependence on Lbol could be due to either the fact that
our sample is more complete sample (more objects and new esti-
mates from the old bends) or due to uncertainties on the BH mass
and/or Lbol estimates. A bigger sample with better estimates on
the BH mass and Lbol is need to check the dependence on Lbol.

11 We tried to remove NGC 6860 because it is one of the drop-outs in
our correlation.
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Increasing mass

Can use ‘excess-variance’ to estimate mass (e.g. O’Neill et al., Gierlinski et al. 
2007) but should take accretion rate into account!

AGN variability is anti-correlated with LX (Barr & Mushotzky 1986, Lawrence 
& Papadakis 1993, Nandra et al. 1997)

2 Allevato et al.

deep multi-cycle surveys (e.g. Alexander et al. 2003;
Brunner et al 2008; Comastri et al. 2011; Xue et al.
2011; also see Brandt & Hasinger 2005 and references
therein), have been accumulating observations of inter-
mediate and high (z > 0.5) redshift AGN, thus offering
the opportunity to explore AGN variability at high
redshift as well. However, due to the sparse (i.e. uneven
and with large gaps) sampling, and the low flux of most
AGN detected in these surveys, it is not possible to use
PSD techniques to study the variability properties of
these objects. Also in these cases σ2

NXV has been used
to parametrize the variability properties of the high
redshift AGN (Almaini et al. 2000; Paolillo et al. 2004;
Papadakis et al. 2008).
Despite the relative importance of the normalized ex-

cess variance as a tool to measure variability amplitude
in AGN, as well as a tool to measure BH mass in these,
and perhaps other accreting objects as well, there have
not been many studies to investigate its statistical prop-
erties. A systematic discussion of the statistical proper-
ties of σ2

NXV and its performance in the case of red noise
PSDs of various slopes and different signal-to-noise (S/N)
ratios, can be found in Vaughan et al. (2003). This work
demonstrated that σ2

NXV extrapolations from any sin-
gle realization can be misleading due to the stochastic
nature of any red-noise lightcurve, and quantifies the
expected uncertainties in order to, e.g. compare the
same lightcurve in different energy bands. However, even
these authors have not considered explicitly the question
whether σ2

NXV is an unbiased estimate of the intrinsic
source variance or not, and have considered the case of
continuously sampled data only, such as those provided
by long XMM observations of nearby AGNs. Instead, in
serendipitous datasets, as well as in deep multi-cycle sur-
veys, the effects of sparse sampling must be taken taken
into account when investigating the statistical properties
of the excess variance.
To some extent, this work is thus an extension of the

work done by Vaughan et al (2003). Our goal is to in-
vestigate the statistical properties of the excess variance
(i.e. scatter, and the mean) in the case of both evenly
and sparsely sampled light curves, whose PSD has a “red
noise” shape. We pay particular attention to the case of
highly uneven patterns, like those in light curves which
result from current multi-epoch surveys. This pattern is
characterized by extreme sparsity due to the observing
strategy and orbital visibility of the targets. We con-
sider various PSD slopes, sampling patterns, as well as
S/N ratios, and we perform detailed Monte-Carlo numer-
ical experiments to investigate the statistical properties
(mean, standard deviation and skewness) of the excess
variance in each case. The results are used to derive
some simple recipes to acquire excess variance measure-
ments that will be unbiased estimates of the intrinsic
variance (to a large extent), and will follow a Gaussian
distribution with known errors, thus rendering them el-
igible to compare with theoretical predictions using the
frequently used χ2 minimization techniques.

2. NORMALIZED EXCESS VARIANCE

The so called normalized excess variance, σ2
NXV, is de-

fined as (Nandra et al. 1997):

σ2
NXV =

1

Nx2

N
∑

i=1

[(xi − x)2 − σ2
err,i], (1)

where xi and σerr,i are the count rate and its error in
i-th bin, x is the mean count rate , and N is the number
of bins used to estimate σ2

NXV. With this normalization
we are able to compare excess variance estimates derived
from different segments of a particular lightcurve or from
lightcurves of different sources. Nandra et al. (1997) also
provided an error estimate7 on σ2

NXV, which is based on
the variance of the quantity (xi − x)2 − σ2

err,i, i.e.

∆σ2
NXV =SD/[x2(N)1/2], (2)

SD =
1

N − 1

N
∑

i=1

{[(xi − x)2 − σ2
err,i]− σ2

NXVx
2}2.

Almaini et al (2000) proposed an alternative normal-
ized excess variance estimate, σ2

ML, which they argued
will perform better in the case when the errors on the
lightcurve points are not identical and they are not nor-
mally distributed. There is no analytical equation for
this estimate, as it is based on a maximum-likelihood
approach, and the estimate has to be determined numer-
ically for a given lightcurve (see their § 3.1 for details).
If µ and σ2 are the intrinsic mean and variance of a

lightcurve, σ2
NXV and σ2

ML are though to be an estimate of
intrinsic normalized source variance, i.e. σ2

norm = σ2/µ2.
However, this assumption has never been investigated
thoroughly in the case when the light curve in question
is a realization of process which has an intrinsic ”red-
noise” power spectrum. In this case, there are a few
reasons to believe that this assumption may not hold.
This can be understood if one considers the fact that the
intrinsic power spectral density function, PSD(ν), of a
time series is defined in such a way so that:

σ2 =

∫ ∞

0
PSD(ν)dν. (3)

As we mentioned above, based on the detailed stud-
ies of ∼15-20 nearby AGN, these sources (as well as the
Galactic X-ray accreting objects) exhibit a power-law X-
ray PSD at high frequencies of the form of PSD(ν) ∝
ν−β , with β ∼ 2. There exists a ”break frequency”, νbr,
where the PSD slope flattens to a slope of β ∼ 1 at lower
frequencies. This ”break frequency” depends on the BH
mass of the system, and the respective ”break time scale”
(i.e. 1/νbr) increases proportionally with the BH mass
(e.g., McHardy et al. 2006; González-Mart́ın & Vaughan
2012). It is of the order of ∼ few tens of minutes for BH
masses of ∼ 106 M⊙, and increases to ∼ a day or so for
BH masses∼ 108 M⊙. A second break to a slope of ∼ 0 is
expected at even lower frequencies, for the integral in Eq.
3 to converge, as expected for a stationary process. Such
breaks are routinely observed in Galactic X-ray Black
Hole binary candidates when in the so called ”low/hard”

7 There was a typographical error in Nandra et al. (1997), in that
the equation for the error on σ2

NXV should have had the quantity
inside the rms summation squared, as clarified by Turner et al.
(1999).
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Does the normalization depend on accretion rate as well?
Best sampled on long timescales!

σ2
rm

s

Log L2-10 keV

NLSy1

Increasing ṁ

AGN variability is anti-correlated with LX (Barr & Mushotzky 1986, Lawrence 
& Papadakis 1993, Nandra et al. 1997)
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deep multi-cycle surveys (e.g. Alexander et al. 2003;
Brunner et al 2008; Comastri et al. 2011; Xue et al.
2011; also see Brandt & Hasinger 2005 and references
therein), have been accumulating observations of inter-
mediate and high (z > 0.5) redshift AGN, thus offering
the opportunity to explore AGN variability at high
redshift as well. However, due to the sparse (i.e. uneven
and with large gaps) sampling, and the low flux of most
AGN detected in these surveys, it is not possible to use
PSD techniques to study the variability properties of
these objects. Also in these cases σ2

NXV has been used
to parametrize the variability properties of the high
redshift AGN (Almaini et al. 2000; Paolillo et al. 2004;
Papadakis et al. 2008).
Despite the relative importance of the normalized ex-

cess variance as a tool to measure variability amplitude
in AGN, as well as a tool to measure BH mass in these,
and perhaps other accreting objects as well, there have
not been many studies to investigate its statistical prop-
erties. A systematic discussion of the statistical proper-
ties of σ2

NXV and its performance in the case of red noise
PSDs of various slopes and different signal-to-noise (S/N)
ratios, can be found in Vaughan et al. (2003). This work
demonstrated that σ2

NXV extrapolations from any sin-
gle realization can be misleading due to the stochastic
nature of any red-noise lightcurve, and quantifies the
expected uncertainties in order to, e.g. compare the
same lightcurve in different energy bands. However, even
these authors have not considered explicitly the question
whether σ2

NXV is an unbiased estimate of the intrinsic
source variance or not, and have considered the case of
continuously sampled data only, such as those provided
by long XMM observations of nearby AGNs. Instead, in
serendipitous datasets, as well as in deep multi-cycle sur-
veys, the effects of sparse sampling must be taken taken
into account when investigating the statistical properties
of the excess variance.
To some extent, this work is thus an extension of the

work done by Vaughan et al (2003). Our goal is to in-
vestigate the statistical properties of the excess variance
(i.e. scatter, and the mean) in the case of both evenly
and sparsely sampled light curves, whose PSD has a “red
noise” shape. We pay particular attention to the case of
highly uneven patterns, like those in light curves which
result from current multi-epoch surveys. This pattern is
characterized by extreme sparsity due to the observing
strategy and orbital visibility of the targets. We con-
sider various PSD slopes, sampling patterns, as well as
S/N ratios, and we perform detailed Monte-Carlo numer-
ical experiments to investigate the statistical properties
(mean, standard deviation and skewness) of the excess
variance in each case. The results are used to derive
some simple recipes to acquire excess variance measure-
ments that will be unbiased estimates of the intrinsic
variance (to a large extent), and will follow a Gaussian
distribution with known errors, thus rendering them el-
igible to compare with theoretical predictions using the
frequently used χ2 minimization techniques.

2. NORMALIZED EXCESS VARIANCE

The so called normalized excess variance, σ2
NXV, is de-

fined as (Nandra et al. 1997):

σ2
NXV =

1

Nx2

N
∑

i=1

[(xi − x)2 − σ2
err,i], (1)

where xi and σerr,i are the count rate and its error in
i-th bin, x is the mean count rate , and N is the number
of bins used to estimate σ2

NXV. With this normalization
we are able to compare excess variance estimates derived
from different segments of a particular lightcurve or from
lightcurves of different sources. Nandra et al. (1997) also
provided an error estimate7 on σ2

NXV, which is based on
the variance of the quantity (xi − x)2 − σ2

err,i, i.e.

∆σ2
NXV =SD/[x2(N)1/2], (2)

SD =
1

N − 1

N
∑

i=1

{[(xi − x)2 − σ2
err,i]− σ2

NXVx
2}2.

Almaini et al (2000) proposed an alternative normal-
ized excess variance estimate, σ2

ML, which they argued
will perform better in the case when the errors on the
lightcurve points are not identical and they are not nor-
mally distributed. There is no analytical equation for
this estimate, as it is based on a maximum-likelihood
approach, and the estimate has to be determined numer-
ically for a given lightcurve (see their § 3.1 for details).
If µ and σ2 are the intrinsic mean and variance of a

lightcurve, σ2
NXV and σ2

ML are though to be an estimate of
intrinsic normalized source variance, i.e. σ2

norm = σ2/µ2.
However, this assumption has never been investigated
thoroughly in the case when the light curve in question
is a realization of process which has an intrinsic ”red-
noise” power spectrum. In this case, there are a few
reasons to believe that this assumption may not hold.
This can be understood if one considers the fact that the
intrinsic power spectral density function, PSD(ν), of a
time series is defined in such a way so that:

σ2 =

∫ ∞

0
PSD(ν)dν. (3)

As we mentioned above, based on the detailed stud-
ies of ∼15-20 nearby AGN, these sources (as well as the
Galactic X-ray accreting objects) exhibit a power-law X-
ray PSD at high frequencies of the form of PSD(ν) ∝
ν−β , with β ∼ 2. There exists a ”break frequency”, νbr,
where the PSD slope flattens to a slope of β ∼ 1 at lower
frequencies. This ”break frequency” depends on the BH
mass of the system, and the respective ”break time scale”
(i.e. 1/νbr) increases proportionally with the BH mass
(e.g., McHardy et al. 2006; González-Mart́ın & Vaughan
2012). It is of the order of ∼ few tens of minutes for BH
masses of ∼ 106 M⊙, and increases to ∼ a day or so for
BH masses∼ 108 M⊙. A second break to a slope of ∼ 0 is
expected at even lower frequencies, for the integral in Eq.
3 to converge, as expected for a stationary process. Such
breaks are routinely observed in Galactic X-ray Black
Hole binary candidates when in the so called ”low/hard”

7 There was a typographical error in Nandra et al. (1997), in that
the equation for the error on σ2

NXV should have had the quantity
inside the rms summation squared, as clarified by Turner et al.
(1999).
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Increased variability at 
high z?

(Almaini et al. 2000)

• A similar LX-variability anticorrelation 
was found in Rosat data.

• They anticorrelation is valid only for 
moderate luminosity AGNs (LX<1045)

• At hight luminosities there is an 
“upturn” in the correlation: luminosity 
or redshift effect?

The evolution of the LX-var. relation could 
be produced by increase of the accretion 
rates or a decrease of the X-ray emitting 
region with look-back time. 
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Increased variability evidence from the 1Ms CDFS 
(Paolillo et al. 2004)

• Larger variability for high-z AGNs?

[Rosati et al. 2002]
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Increased variability in the Lockman Hole?

Fitting a more physically motivated 
model yields:

νbf =0.029ηmEdd(MBH/10M⊙) 

Lbol = 1.3ηmEdd1039(MBH/M⊙) erg/s

(N.B. assumes constant PSD amplitude)

• Fitting the Lx-σ2 anticorrelation 
requires higher accretion at high 
redshift.

• Variability-LX relation can be 
used in principle to probe both 
accretion rate and BH mass

.
.

(Papadakis et al. 2008)
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• Ensemble ana ly s i s through 
Structure Function analysis (SF): a 
power law SF ∝τ0.1.

• No evidence of the break in the 
SF, at variance with PSD of lower 
luminosity AGNs [but SF may be 
less sens i t ive than PSD, see 
Emmanoulopoulos et al. 2010] 

• Strong anti-correlation of the 
variability with X-ray luminosity, 
accompanied by a change of the 
slope of the SF. 

• No average increase of X-ray 
variability with redshift.

XMM and Swift serendipitous samples
(Vagnetti, Turriziani & Trevese, 2011; Vagnetti et al. 2016)

XMM-Newton and Swift, with redshift between ∼0.2 and ∼4.5, and X-ray luminosities, in 
the 0.5–4.5 keV band, between ∼1043-46 erg/s.

Increasing luminosity

A&A proofs: manuscript no. vagnetti
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Fig. 9. Structure function in bins of X-ray luminosity. Black lines
and crosses: 1043 erg/s < LX  1043.5 erg/s; blue lines and triangles:
1043.5 erg/s < LX  1044 erg/s; green lines and squares: 1044 erg/s <
LX  1044.5 erg/s; yellow lines and hexagons: 1044.5 erg/s < LX 
1045 erg/s; red lines and circles: 1045 erg/s < LX  1045.5 erg/s.

This correction can be applied to a given set of NXS values to
obtain new estimates referred to a uniform duration, adopting a
previously determined SF exponent from literature, e.g. b = 0.10
from Paper I. Choosing b�t=1000 days, the corrected values of
b�2

NXS are shown in Fig. 8. There is no correlation with �trest, the
Pearson correlation coe�cient is r = 0.12, and the probability
of obtaining this by chance is P(> r) = 0.70. The choice of the
value b = 0.12 from the updated SF of the present paper would
give similar results [r = �0.16, P(> r) = 0.60].

On the other hand, the possible change in slope of the PSD
would a↵ect this relation for the shortest timescales; however
the break is usually < 100 days (for black hole masses MBH <
109; González-Martín & Vaughan (2012)), so this e↵ect will be
relevant only for the most massive BHs.

4.3. Dependence on X-ray luminosity and redshift

We then update the analysis of the SF as a function of the X-
ray luminosity, similarly to that performed in Paper I, divid-
ing our sample in luminosity bins. Our present sample is much
richer compared to that used in Paper I, and allows to extend
our analysis to lower luminosities, between LX = 1043 erg/s and
LX = 1045.5 erg/s. At variance with Paper I, for the present sam-
ple we find (see Fig. 9) almost uniform slopes of the SF in the
di↵erent luminosity bins, while the normalisation strongly de-
pends on LX . The di↵erence with Paper I, where we found slopes
changing with LX , is due to the much richer sample used here,
2700 sources compared to 412. In that case, the number of un-
binned SF points contributing in the shortest time-lag bin was
quite small, so that only few points contributed, once further di-
vided in bins of luminosity, and this resulted in a large dispersion
of mean SF values in bins of luminosity, artificially producing a
dispersion in the slopes.

0.08

0.1

0.12

0.14

43 43.5 44 44.5 45 45.5

-1.2

-1

-0.8

Fig. 10. SF parameters as functions of the X-ray luminosity. Upper
panel: slope b; the dotted line indicates the average hbi = 0.115; the
dashed line indicates the fixed value b = 0.12, adopting the same de-
pendence as in the general SF of Fig. 7. Lower panel: the intercept
A. The open squares represent the values derived by the SFs of Fig.
9, with free A and b. The Crosses are the values derived with fixed
b = 0.12. The corresponding fits are shown with dotted lines (free b,
A = (6.55 ± 1.42) � (0.17 ± 0.03) log LX) and dashed lines (fixed b,
A = (7.24 ± 0.81) � (0.19 ± 0.02) log LX).

Describing the SF as log SF = A + b log ⌧rest, we show in
Fig. 10 the values of the slopes b and the intercepts A for the
di↵erent luminosity bins. The slopes are almost constant, with
an average value hbi = 0.115, and compatible within 2� with
the slope b = 0.12 of the overall sample shown in Fig. 7. The
intercepts are clearly correlated with LX (correlation coe�cient
r = 0.96), and a weighted least squares fit gives A = (6.55 ±
1.42) � (0.17 ± 0.03) log LX . Assuming a fixed slope, b = 0.12,
changes the estimates of the intercepts, with a fit A = (7.24 ±
0.81) � (0.19 ± 0.02) log LX .

Fig. 11 shows the SF divided in bins of redshift. Only sources
with 1044 erg/s < LX  1045 erg/s are considered, to reduce the
observational correlation between redshift and luminosity (see
Fig. 1). Four bins of redshift are considered: 0 < z  1.15,
1.15 < z  1.7, 1.7 < z  2.3, 2.3 < z  3.4. The SFs
are largely overlapped, with no evidence of a change in nor-
malisation. A weak flattening of the slopes for higher redshifts
might be suggested. However, at variance with Paper I, where
we found a significant partial correlation coe�cient of variabil-
ity with redshift (compensating for the change in LX), we now
obtain rVz,L = 0.05, which we interpret as no evidence of a de-
pendence on redshift.

In addition, we note that z-dependence could be a↵ected by
the di↵erent rest-frame energy ranges probed at di↵erent red-
shifts. This is further discussed in Sect. 4.4.1.

4.4. Dependence on the emission band and spectral

variability

Variability can of course also depend on the emission band. Re-
sults for individual Seyfert galaxies typically show a decrease of

Article number, page 6 of 9
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• Ensemble ana ly s i s through 
Structure Function analysis (SF): a 
power law SF ∝τ0.1.

• No evidence of the break in the 
SF, at variance with PSD of lower 
luminosity AGNs [but SF may be 
less sens i t ive than PSD, see 
Emmanoulopoulos et al. 2010] 

• Strong anti-correlation of the 
variability with X-ray luminosity, 
accompanied by a change of the 
slope of the SF. 

• No average increase of X-ray 
variability with redshift.

XMM and Swift serendipitous samples
(Vagnetti, Turriziani & Trevese, 2011; Vagnetti et al. 2016)

XMM-Newton and Swift, with redshift between ∼0.2 and ∼4.5, and X-ray luminosities, in 
the 0.5–4.5 keV band, between ∼1043-46 erg/s. F.Vagnetti et al.: X-ray variability of AGNs
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Fig. 11. Structure function in bins of redshift. Black lines and crosses:
0 < z  1.15; blue lines and triangles: 1.15 < z  1.7; green lines and
squares: 1.7 < z  2.3; red lines and circles: 2.3 < z  3.4.

variability toward harder X-ray bands (e.g. Sobolewska & Pa-
padakis 2009), corresponding to a softer when brighter spectral
variability. The same trend might also hold for quasars and high
luminosity AGNs, e.g. Gibson & Brandt (2012) find a softer
when brighter behaviour for a small sample of 16 radio-quiet,
non-BAL quasars extracted from the Chandra Public Archive.
For our sample, we can investigate an ensemble behaviour indi-
rectly, computing the structure function in di↵erent X-ray bands,
while a more direct analysis of the photon index variations will
be presented in a future paper (Serafinelli et al. in preparation).

We show in Fig. 12 the structure functions for the MEXSAS
sample, for each of the XMM-Newton spectral bands 0.2-0.5
keV (EP1), 0.5-1 keV (EP2), 1-2 keV (EP3), 2-4.5 keV (EP4).
We do not show the 4.5-12 keV band (EP5), which is strongly af-
fected by photometric errors and less reliable. The figure shows
the structure functions computed after Eq. 3 (filled symbols and
continuous lines), and the contribution of the photometric errors
(dotted lines), which has been subtracted accordingly. The con-
tribution of the errors is relatively high compared to the wider
EP9 band (see Fig. 7), due to the smaller photon counts in these
narrower bands, thus these structure functions are more reliable
for lags larger than ⇠ 30 days. Furthermore, we notice that there
is a regular trend of decreasing variability from EP1 to EP3,
while there is a more complex behaviour for band EP4, with
some increase and flattening. Considering only the bands EP1,
EP2, EP3, and averaging the SF in the lag interval 100 days
 ⌧rest  1000 days, we find a dependence on the emission fre-
quency given by
log SF = (2.06 ± 0.15) � (0.15 ± 0.01) log ⌫ . (10)

In turn, the dependence of variability on the emission fre-
quency can be connected to the spectral variations, as was done
by Trevese & Vagnetti (2002) for the optical band through the
definition of the spectral variability parameter

� =
�↵

� log f⌫
, (11)
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Fig. 12. Structure Function for the XMM-Newton bands EP1, EP2, EP3,
EP4 (filled circles and continuous lines). Also shown is the contribu-
tion of photometric errors, which has been subtracted from the observed
variations according to Eq. 3 (dotted lines).

which relates the temporal changes of the spectral index5 with
those of the monochromatic flux. � > 0 corresponds to a harder
when brighter behaviour, typically observed in the optical band.

In the X-ray band, the � parameter can be re-written as

� = � ��

� log fX
(12)

in terms of changes of the photon index � and of the correspond-
ing flux in the considered X-ray band, fX . For a softer when
brighter behaviour negative � values are expected.

Consider now a logarithmic flux variation in a given X-ray
band, � log fX , essentially the structure function SF. When the
photon index changes by ��, variations at di↵erent frequencies
separated by � log ⌫ change as

� SF = ��� · � log ⌫ .

From the definition, Eq. 12, we have

�� = �� · � log fX ⇡ �� · SF .

Thus we have � SF = � · SF � log ⌫, and

� log SF
� log ⌫

' 1
� log ⌫

log e · � SF
SF
= � log e ,

so that from Eq. 10 we can estimate

� ' 2.3 · � log SF/� log ⌫ ⇡ �0.35 ± 0.02 . (13)

This value is also in approximate agreement with a direct analy-
sis of the photon index variations that is in progress (Serafinelli
et al., in preparation).

5 Defined after F⌫ / ⌫↵
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• Variability on time scales from months to 
2 years, of the 123 brightest objects  
detected with XMM-Newton in the 
Lockman Hole field. 

• No dependence on redshift, X-ray 
luminosity or AGN type.

But....if complex dependence on redshift, 
luminosity and variability we need to take 
all of them into account simultaneously!

Null result for the XMM Lockmann Hole bright sample 
(Mateos 2007)

S. Mateos et al.: X-ray spectra LH. V. 111

Fig. 5. Dependence of the excess variance, σintr, on the absorption corrected 2−10 keV luminosity (obtained from the best fit model of each object,
left) and redshift (right) for our sample of AGN. Errors correspond to the 1σ confidence interval.

explain the scarcity of sources in which we have detected large
(≥0.6) variability amplitudes as being due to a small number of
points in the light curve.

4.4. Dependence of flux variability with luminosity
and redshift

It has been suggested that flux variability amplitude, when mea-
sured on a fixed temporal frequency, correlates inversely with
X-ray luminosity (this has been confirmed on short time scales,
∼1 day) for nearby Seyfert 1 galaxies (Barr et al. 1986; Lawrence
et al. 1993; Nandra et al. 1997), in the sense that more luminous
sources show lower variability amplitudes than less luminous
sources. However there is significant scatter in this correlation
on both short and long time scales, which has been attributed for
example, to a dependence of the amplitude of variability on the
spectral properties of the sources (Fiore et al. 1998; Green et al.
1993). Furthermore, there are also indications that the strength of
the correlation decreases towards longer time scales (Markowitz
et al. 2004) and might be weaker for sources at higher redshifts
(Almaini et al. 2000; Manners et al. 2002).

We have analysed whether there exists any dependence of
the detected flux variability in our sources with their X-ray lu-
minosity and redshift. Figure 5 (left) shows the measured varia-
bility amplitudes for our AGN as a function of the 2−10 keV
luminosity. We have used the absorption-corrected 2−10 keV
luminosities obtained from the best fit of the co-added spectrum
of each object. The values we used are reported in Table 8 of
Mateos et al. (2005b). In order to determine the significance of
any correlation between the two quantities we used the version
of the generalised Kendall’s tau test provided in the Astronomy
Survival Analysis package (ASURV; Lavalley et al. 1992) which
implements the methods described in Isobe et al. 1986 for the
case of censored data. The results of the Kendall’s τ test includ-
ing the probability that a correlation is present are τ = 0.05 (4%)
for σintr-L2−10 keV and τ = 2.25 (97.7%) for σintr-redshift. We
have derived linear regression parameters using the “estimate
and maximise” (EM) and the Buckley-James regression meth-
ods also included in the ASURV package, however as both
methods agreed within the errors, we only give the results from
the EM test. We found the relations between σintr-L2−10 keV and
σintr-redshift to be

σintr = (−0.012± 0.044) × log(L2−10 keV) + (1.054 ± 1.937) (4)

and

σintr = (−0.062± 0.028) × z + (0.378 ± 0.053). (5)

We see that we do not find any anticorrelation between excess
variance and luminosity. However it is important to note that
the known anticorrelation was found when using the same rest-
frame frequency interval for all sources, while the light curves
of our sources are not uniformly distributed in time and cover
much longer time scales than the ones used in those works.

We have used the same observed energy band to study the
variability properties of our sources, but because our sources
span a broad range in redshifts we are sampling different rest-
frame energies (harder energies for higher redshift sources). This
could be a problem when comparing observed variability pro-
perties between sources, if there exists a dependence of variabi-
lity properties with energy (stronger variability in the soft band
compared to the hard band, has been observed in a number of
Seyfert 1 galaxies). By plotting the excess variance versus red-
shift we should be able to see whether this effect is present
in our data. This dependence of σintr with redshift is shown in
Fig. 5 (right). The results from the generalised Kendall’s tau test
(probability of detection of 97.7%) and from the linear regres-
sion analysis (Eq. (5)) suggest that there is a weak correlation
between σintr and the redshift.

To enhance any underlying correlation between the ampli-
tude of variability and the X-ray luminosity or redshift, we
have obtained average probability distributions for our sample of
type-1 AGN (we cannot repeat the experiment for type-2 AGN
as the sample size is too small) in bins of redshift and luminosity.
In order to have enough objects per bin and enough data points
we have used only two bins in redshift and luminosity (all bins
having the same number of objects). The results are shown in
Fig. 6 while the values of σintr obtained from these distributions
(modes) are shown in Table 5. The variability amplitude appears
to be independent of the 2−10 keV luminosity, confirming the
above results. The same result holds for the dependence of varia-
bility amplitude with redshift as we see that there is some indi-
cation that the amplitude of flux variability is lower for higher
redshift sources, although the effect is not very significant.

In addition, we do not find that the detection of flux varia-
bility changes with redshift. In summary, neither the fraction of
sources with variability or its amplitude change with redshift in
our sample.

S. Mateos et al.: X-ray spectra LH. V. 111

Fig. 5. Dependence of the excess variance, σintr, on the absorption corrected 2−10 keV luminosity (obtained from the best fit model of each object,
left) and redshift (right) for our sample of AGN. Errors correspond to the 1σ confidence interval.

explain the scarcity of sources in which we have detected large
(≥0.6) variability amplitudes as being due to a small number of
points in the light curve.

4.4. Dependence of flux variability with luminosity
and redshift

It has been suggested that flux variability amplitude, when mea-
sured on a fixed temporal frequency, correlates inversely with
X-ray luminosity (this has been confirmed on short time scales,
∼1 day) for nearby Seyfert 1 galaxies (Barr et al. 1986; Lawrence
et al. 1993; Nandra et al. 1997), in the sense that more luminous
sources show lower variability amplitudes than less luminous
sources. However there is significant scatter in this correlation
on both short and long time scales, which has been attributed for
example, to a dependence of the amplitude of variability on the
spectral properties of the sources (Fiore et al. 1998; Green et al.
1993). Furthermore, there are also indications that the strength of
the correlation decreases towards longer time scales (Markowitz
et al. 2004) and might be weaker for sources at higher redshifts
(Almaini et al. 2000; Manners et al. 2002).

We have analysed whether there exists any dependence of
the detected flux variability in our sources with their X-ray lu-
minosity and redshift. Figure 5 (left) shows the measured varia-
bility amplitudes for our AGN as a function of the 2−10 keV
luminosity. We have used the absorption-corrected 2−10 keV
luminosities obtained from the best fit of the co-added spectrum
of each object. The values we used are reported in Table 8 of
Mateos et al. (2005b). In order to determine the significance of
any correlation between the two quantities we used the version
of the generalised Kendall’s tau test provided in the Astronomy
Survival Analysis package (ASURV; Lavalley et al. 1992) which
implements the methods described in Isobe et al. 1986 for the
case of censored data. The results of the Kendall’s τ test includ-
ing the probability that a correlation is present are τ = 0.05 (4%)
for σintr-L2−10 keV and τ = 2.25 (97.7%) for σintr-redshift. We
have derived linear regression parameters using the “estimate
and maximise” (EM) and the Buckley-James regression meth-
ods also included in the ASURV package, however as both
methods agreed within the errors, we only give the results from
the EM test. We found the relations between σintr-L2−10 keV and
σintr-redshift to be

σintr = (−0.012± 0.044) × log(L2−10 keV) + (1.054 ± 1.937) (4)

and

σintr = (−0.062± 0.028) × z + (0.378 ± 0.053). (5)

We see that we do not find any anticorrelation between excess
variance and luminosity. However it is important to note that
the known anticorrelation was found when using the same rest-
frame frequency interval for all sources, while the light curves
of our sources are not uniformly distributed in time and cover
much longer time scales than the ones used in those works.

We have used the same observed energy band to study the
variability properties of our sources, but because our sources
span a broad range in redshifts we are sampling different rest-
frame energies (harder energies for higher redshift sources). This
could be a problem when comparing observed variability pro-
perties between sources, if there exists a dependence of variabi-
lity properties with energy (stronger variability in the soft band
compared to the hard band, has been observed in a number of
Seyfert 1 galaxies). By plotting the excess variance versus red-
shift we should be able to see whether this effect is present
in our data. This dependence of σintr with redshift is shown in
Fig. 5 (right). The results from the generalised Kendall’s tau test
(probability of detection of 97.7%) and from the linear regres-
sion analysis (Eq. (5)) suggest that there is a weak correlation
between σintr and the redshift.

To enhance any underlying correlation between the ampli-
tude of variability and the X-ray luminosity or redshift, we
have obtained average probability distributions for our sample of
type-1 AGN (we cannot repeat the experiment for type-2 AGN
as the sample size is too small) in bins of redshift and luminosity.
In order to have enough objects per bin and enough data points
we have used only two bins in redshift and luminosity (all bins
having the same number of objects). The results are shown in
Fig. 6 while the values of σintr obtained from these distributions
(modes) are shown in Table 5. The variability amplitude appears
to be independent of the 2−10 keV luminosity, confirming the
above results. The same result holds for the dependence of varia-
bility amplitude with redshift as we see that there is some indi-
cation that the amplitude of flux variability is lower for higher
redshift sources, although the effect is not very significant.

In addition, we do not find that the detection of flux varia-
bility changes with redshift. In summary, neither the fraction of
sources with variability or its amplitude change with redshift in
our sample.
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• 264 SDSS spectroscopic quasars in the 
Chandra archive (z<5) and with rest-
frame timescales <∆tsys ≈ 2000 days, 

• Significant (>3σ ) variation in ≈30% of 
the quasars overall(≈70% for sources 
with >1000 counts per epoch). 

• No evidence in our sample that quasars 
are more variable at higher redshifts (z 
> 2)

• X-ray spectra steepen as they brighten, 
with evidence for a constant, hard 
spectral component that is more 
prominent in fainter stages. 

Null result for the Chandra-
SDSS sample:  

(Gibson & Brandt 2012)

The Astrophysical Journal, 746:54 (28pp), 2012 February 10 Gibson & Brandt
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Figure 9. Solid points show variability levels as a function of the number of
counts for quasars in Sample HQ, using the same symbols as in Figure 8. Sources
for which variability was detected (not detected) are red (black). The y-axis is
the maximum value of |r/r0 − 1| over all epochs for each source, where r is the
observed flux and r0 is the best-fit flux. The solid black line roughly indicates
the 3σ variability level, which approximates our variability-detection criterion.
The thick red line indicates the fraction of sources with mean counts !x that
are identified as variable.
(A color version of this figure is available in the online journal.)

solid curves indicating typical numbers of counts for quasars
with 0.5–8 keV luminosities of 1044, 1045, and 1046 erg s−1. The
curves were constructed assuming a hypothetical source with
an unabsorbed, Γ = 2 power-law spectrum observed on-axis on
an ACIS-I chip for 18 ks (which is a typical, median exposure
time in our sample). Individual sources may differ from this
hypothetical source in various respects.

Variability is primarily detected in quasars having !50 counts
per observation (on average), with about half of those sources
flagged as variable. Our sensitivity to variability is diminished
at higher redshifts (z ! 2), where the majority of sources have
"50 counts. On the other hand, we detect variability in 9 of
14 sources with #700 average counts and 7 of 10 sources with
#1000 average counts at redshifts z " 1.2.

3.3. Fractional Variation

In Figure 9, we show the maximum variation from the best-fit
constant count rate for the sources in Sample HQ as a function of
the mean number of counts per epoch. The y-axis for the plotted
points is the maximum of |r/r0 −1| for all HQ observations of a
source, where r is the measured flux and r0 is the best-fit constant
flux for that source. The solid black line shows the “3σ limit”
relation (y = 3

√
x/x for a mean number of counts x), which is a

rough approximation of our variability-selection criterion. The
thick, red line indicates the relation y = f (x), where f (x) is
the fraction of sources that are identified as variable in the set of
sources having mean counts $x. For the entire sample including
sources with small numbers of counts, ≈30% of sources are
classified as variable at high significance.

In the following discussion, we calculate fractional variation
using all available measurements for each source. We define the
fractional variation, F, using the formula:

F ≡ (ci − cj )/(ci + cj ), (2)

where ci is the count flux in the later epoch and cj is the flux in
the earlier epoch. Mathematically, F represents half of the full
distance between two measurements, (ci − cj )/2, as a fraction
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Figure 10. Each point shows the standard deviation of fractional variation (after
accounting for the scatter due to measurement errors) in a bin of 100 epoch pairs
in Sample HQ as a function of the median time between epochs in that bin. The
black dot-dashed line shows a fit to values at rest-frame times ∆tsys > 5×105 s.
The red dotted lines indicate 1σ and 3σ upper limits for 15 pairs of epochs for
radio-loud, non-BAL quasars.
(A color version of this figure is available in the online journal.)

of the average value of those two measurements, (ci + cj )/2.
We have chosen this functional form to be symmetric (up to
a sign) in ci and cj and to roughly represent the fractional
deviation from some “average” flux. Each measurement of F
between two epochs is associated with a rest-frame time between
measurements, ∆tsys.

3.3.1. Fractional Variation Over Time

Given the complex nature of measurement errors in our data
set, we choose to assume that the intrinsic distribution of F is
Gaussian. We use that assumption to constrain the distribution
of fractional variation given the observed values of F and errors
in F. The standard deviation of the Gaussian distribution, σ (F ),
is calculated using the likelihood method of Maccacaro et al.
(1988, hereafter M88) in bins of 100 pairs of epochs. The
errors on σ (F ) that are shown in the plot were calculated in
the same way. The epoch pairs were constructed using all pairs
of measurements for each quasar. A quasar that was observed N
times would therefore contribute N (N − 1)/2 pairs.

Figure 10 shows our estimated values of σ (F ) as a function
of ∆tsys. Each point in the figure is placed at an x-coordinate
corresponding to the median ∆tsys in the bin for which σ (F )
was calculated. The dot-dashed line represents a linear fit of
σ (F ) at timescales > 5 × 105 s and is parameterized by

σ (F ) = (0.000 ± 0.012) log(∆tsys) + (0.156 ± 0.083). (3)

At ∆tsys ! 1 day, the fractional variation is about 15.6%. At
short timescales (∆tsys " 5 × 105 s), there is no significant
variation detected above our measurement errors. If much more
data were available to constrain σ (F ) as a function of time, we
could map out the gap in the current plot where the fractional
variation “jumps” from insignificant (on the shortest timescales)
and breaks to a flatter shape at longer timescales.

We note that one source, J142052.43+525622.4, has so many
observations that it dominates one of the long timescale bins. It
varies somewhat less than the typical source, and if it is removed,
the fit model shows a mild, but insignificant increase with longer
∆tsys. Interestingly, J142052.43 + 525622.4 has weaker [O iii]
emission, similar to the trend observed for non-variable sources
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statistic and using 95% confidence limits.11 In cases where a
source was not detected at >95% confidence in an epoch, we
conservatively forced the variation to be 100%. This was done
for 19 of 1157 epoch pairs.

We caution that these upper limits depend on subsample sizes
and include unmodeled variation due to measurement errors.
They are therefore intended only to constrain the rates at which
variation greater than a given rate F occurs. (We could limit
the impact of measurement error by dropping sources that have
low average count rates, but that could introduce new biases.)
For example, fractional variation |F | approaching 100% should
occur in <10−1.4 ≈ 4% of observations. Fractional variation
F ! 25% should occur in <10−0.6 ≈ 25% of observations.

3.4. Excess Variance

We calculate the excess variance of measured count rates
(e.g., Nandra et al. 1997; Turner et al. 1999), as

σ 2
EV ≡ 1

Nµ2

N∑

i=1

(
(ni − µ)2 − σ 2

i

)
, (4)

where ni is the count rate in epoch i, µ is the mean of the values
ni, and σi is the average statistical error in the measurement of
ni. In order to avoid any bias introduced by having different
numbers of epochs per source, we calculate σEV using only the
earliest and latest observation of each quasar. N is therefore
always 2 in this calculation. The excess variance statistic is not
ideal for our data set, which consists of sources observed a
small number of times over diverse time intervals. However, we
consider it for comparison to other published analyses.

We limit our analysis to 131 radio-quiet, non-BAL sources
that have !50 counts per epoch, on average, in order to screen
out a large number of sources with small or negative σ 2

EV. We
estimate the error on σEV using the formula given in Turner
et al. (1999). Figure 13 shows σEV as a function of count-rate
luminosity. Sources at z > 2 are plotted in red. At lower redshifts
(z < 2), 49 of 113 sources have σ 2

EV < 0.001; these are plotted
as black open circles at y = 0.001. Similarly, 10 of 18 higher-
redshift (z > 2) AGNs have σ 2

EV < 0.001 and are plotted with
red open circles along the bottom of the plot. No clear patterns
are visible in the plots except a tendency for higher-redshift
sources (plotted in red) to have higher luminosities, due to the
flux-limited nature of the SDSS quasar survey.

In order to test for additional structure in the data, we
calculated the mean of the excess variance values in bins
of 21 sources each. To calculate this mean, we used only
lower-redshift sources at z < 2. This mean σ 2

EV is plotted
in Figure 13 as a thick green line. Error bars on the data
points (placed at the median count-rate luminosity for each
bin) represent the estimated error on the mean. The green line
shows a general trend of decreasing σ 2

EV with luminosity, as
is commonly observed (e.g., A00, M02, Pao04, Pap08, and
references therein). A filled green circle represents the mean
σ 2

EV for 18 sources at higher redshifts z ! 2; its value is less
than 0.001. Dashed red lines in Figure 13 indicate 2σ and 3σ
upper limits on the excess variance for quasars at z > 2. While
we cannot completely rule out the possibility of an increase at

11 The upper limits we calculate represent limits on the levels of variability
that an observer might expect to measure, assuming that our data sample is
representative of their observations. This empirical approach may also include
a contribution from exceptional outliers such as flares or flux drops that would
not be modeled in an ensemble power spectrum.
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Figure 13. Excess variance as a function of count-rate luminosity for radio-
quiet, non-BAL quasars. Sources with excess variance <0.001 are plotted as
open circles y = 0.001. Red points are sources at redshift z > 2, while black
points are sources at lower redshift. The thick green line represents the mean
excess variance calculated for bins of 21 sources at redshift z < 2. The filled
green circle represents the mean excess variance of sources at z ! 2; the value
is less than 0.001. The dashed red lines indicate 2σ and 3σ upper limits on the
mean excess variance for quasars at z > 2.
(A color version of this figure is available in the online journal.)

high redshifts, the upper limits indicate that any increase would
be at most very small.

The extent to which a quasar is measured to vary can depend
on the timescales over which it is observed. Local Seyfert AGNs
show increasing variations with time up to at least a break
timescale. As we discuss in detail in Section 4.2, it would be
difficult to account for this effect. We do not know the shape of
the power spectrum for quasars, and many of our observations
are likely beyond the break timescale (Figure 7). Instead, we
explore the possibility that the increase in variability could be
timescale-dependent by calculating σEV using only observations
that are separated by a certain range of timescales. For example,
we constructed a subsample of observations with rest-frame
timescales "1 yr. We tried a variety of system-frame and
observed-frame timescales, and in no case did we find evidence
for increased variation at z > 2.

Using similar methods, we find no significant correlation
between σ 2

EV and the average HR (defined in Section 3.6) of
a source. This agrees with the result of Pap08, who found no
correlation between variability amplitude and spectral slope Γ
in their light curves. Pap08 note that this result disagrees with
earlier results (e.g., Green et al. 1993) indicating that nearby
AGNs with steeper spectra showed larger amplitude variations.
While this may be an indication that luminous quasars vary
differently than local AGNs, we caution that many factors affect
these results, including the timescales probed, the baseline of
spectral shapes spanned by a sample, and sensitivity to variation
in fainter sources. In the following sections (Sections 3.6
and 3.7), we examine the related issue of how spectral shape
changes for a single source as it varies.

3.5. Variability Dependence on Physical Properties

The Chandra archive provides repeat observations of quasars
having a wide range of luminosities, redshifts, and black
hole masses. While individual sources may not have sufficient
observations to permit sensitive tests of variability properties,
we can characterize the physical dependence on variability
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Constraining the relevant parameters:
COSMOS field 
(Lanzuisi et al. 2014)Variability in XMM-COSMOS 11

Figure 10. Left panel: Distribution of σ2rms as a function of the BH masses, for sources with more than 700 total net counts, and no selection in the V parameter.
Right panel: Distribution of σ2rms as a function of Eddington ratio, expressed as LBol/LEdd , for the same sample. In both panels the dashed line shows the linear
regression, including upper-limits. The dotted lines show the errors in the coefficients. The black solid error-bar shows the average error on σ2rms. Blue squares
are type-1 sources, red triangles are type-2, green crosses are galaxies.

ties in our sample, requires to select all sources (with no pre-
selection in V). Furthermore, we decide to rely on the sub-
sample of sources with good enough statistic (> 700 counts),
for which the estimation of variability is more reliable. Us-
ing the same selection, we built a sample of 111 sources with
MBH estimates. We stress that this is the first time in which the
correlation between X-ray variability on long time scales and
BH masses can be performed, in such large sample of AGN,
spanning a wide range of redshift.
The distribution of excess variance as a function of the BH

mass is shown in Fig. 10 (left). Single sources are shown
in gray (squares for type-1 and triangles for type-2). The
black error-bar shows the average (representative of a single
measurement) error on σ2rms. The position of the filled blue
squares mark the average of σ2rms and MBH in 5 bins of BH
mass, where also sources with upper-limits are taken into ac-
count with their nominal value. Error-bars represent the stan-
dard error on the mean for both quantities, in each subsample.
When only sources with good statistics are considered, the

correlation between σ2rms and MBH is strong (ρS= -0.315 and
PS = 0.0007), with a slope of −0.42 ± 0.11. We note that
the correlation between σ2rms and the MBH found in previous
work sampling higher frequencies (minutes-hours) is of the
order of -1 (e.g. P12). This is generally interpreted with the
fact that the σ2rms, measuring the integral of the PSD in that
specific frequency range is affected by the position of νb, that
scale linearly with the BH mass.
The lower frequencies sampled in the XMM-COSMOS sur-

vey, are in the months-years regime. On the other hand, the
highest frequency sampled by a sparsely sampled lightcurve is
not well defined. However, in most lightcurves the minimum
distance between two observations is of the order of hours-
days. Therefore we are integrating the PSD both above and
below νb. The part of the PSD integral above νb would intro-
duce a linear correlation of the excess variance with MBH, but
this is weakened by the part of the integral below νb that would

induce no correlation (see for example Soldi et al. 2013).
We also collected the AGN Bolometric luminosities from

Lusso et al. (2010) for type-1 (estimated from direct inte-
gration of the rest-frame SED), and Lusso et al. (2011) for
type-2 (from SED-fitting by assuming a fixed covering factor
of 0.67). Thanks to this, we were able to compute Edding-
ton ratios for 74 sources with > 700 counts. Fig. 10 (right)
shows the distribution of σ2rms as a function of Eddington ra-
tio expressed as LBol/LEdd . As in Fig. 10 (left), gray points
show single sources, blue filled squares represent the average
of σ2rms and LBol/LEdd in 5 bins of Eddington ratio. There is
no e correlation between σ2rms and the Eddington ratio (ρS=
-0.122 and PS = 0.2784, with a slope fully consistent with 0,
−0.09 ± 0.14).
It’s also interesting to note that the slope of the σ2rms vs.

MBH in Fig. 10 (left) is the same of the global slope between
σ2rms and L0.5−10 in Fig. 9 (right). This suggest that the latter is
a byproduct of the former one, as observed at lower frequen-
cies (P12). This is shown if Fig. 11, where the distribution of
σ2rms vs. L0.5−10 is shown, for sources with > 700 counts, after
normalizing σ2rms for the MBH. The linear regression between
the σ2rms normalized for the BH mass is fully consistent with
0 (slope of 0.13 ± 0.12).
The residual scatter of σ2rms after accounting for the

MBH/L0.5−10 dependency, it’s still of ∼ 2 orders of magnitude,
for individual values. This would imply that the normalization
PSD below νb is not the same for all the sources, as instead
usually assumed. However, as we pointed out in Sec. 5.1, it
has been shown in Allevato et al. (2013), that the bias due to
sparse sampling can be broadly distributed between 0.1 and
10, meaning that we cannot use the observed scatter of indi-
vidualσ2rms values, as a direct probe for the intrinsic scatter of
the PSD normalization.
Regarding the correlation between σ2rms and Eddington ra-

tio, its existence is debated in the literature (O’Neill et al.
2005; McHardy et al. 2006; Koerding et al. 2007; P12). At

Dependence on mass, but no dependence on accretion!
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Tight (∼ 0.7 dex) correlation between σ2 
and MBH, but variable PSD amplitude

Constraining the relevant parameters:
the CAIXA sample  

(Ponti et al. 2011)

G. Ponti et al.: CAIXA: a catalogue of AGN in the XMM-Newton archive III. Excess Variance Analysis

Fig. 3. Upper left, upper right, lower left and lower right panels show the σ2rms,80, σ
2
rms,40, σ

2
rms,20 and σ

2
rms,10 vs. MBH for the Rev

sample. The best fit relationships (see Tab. 3) are plotted with solid lines and the combined 1-σ error on the slope and normalisation
with dotted lines. MBH,7 indicates MBH in units of 107 M⊙.

Relation 80 ks 40 ks
Norm Slope prob Norm Slope prob

Rev
σ2rms vs. MBH −1.94 ± 0.12 −1.15 ± 0.12 99.998 −2.00 ± 0.13 −1.32 ± 0.14 99.998
Relation 20 ks 10 ks

Norm Slope prob Norm Slope prob
Rev
σ2rms vs. MBH −2.13 ± 0.14 −1.24 ± 0.12 99.79 −2.20 ± 0.14 −1.21 ± 0.10 99.6

Table 3. List of all best fit relations of the Rev sample as well as their probabilities.

6.1.2. The full sample: CAIXAvar

The four panels of Fig. 4 show the σ2rms,80,40,20,10 vs. MBH plots
for the CAIXAvar sample, respectively. As with the Rev sample
plots, the excess variance is highly correlated with MBH (with
probability as high as 99.999 %, see Tab. 5). Moreover, the best
fit lines over the entire CAIXAvar sample (solid lines in these
panels) have slopes consistent within the errors with −1 (see
Tab. 5), and with the value obtained for the Rev sample. The nor-
malisation is systematically higher in the case of the CAIXAvar
sample. But even the largest difference of 0.4, in the case of the
σ2rms,40 vs. MBH plots, is significant at just the ∼ 2.2σ level.

The scatter of the data around the best-fit lines in the
CAIXAvar sample is larger than the scatter in the Rev sample.
We found thatσscatter,80,40,20,10 = 0.62, 0.73, 0.72 and 0.68. These
correspond to an average scatter by a factor of ∼ 5 in linear
space. The easiest explanation is that the MBH estimates for the
objects in the CAIXAvar sample have an uncertainty larger than
the uncertainty of the reverberationMBH estimates. On the other
hand, it is possible that the sources in the CAIXAvar and Rev
samples do not sample exactly the same AGN population.

To investigate this possibility, we used the σ2rms for the 20 ks
intervals. Fifty sources in the CAIXAvar sample are signifi-
cantly variable on this time scale and also have MBH estimates.

7

XMM-Newton sample of 161 radio quiet, X-ray un-obscured AGN studied 
on time scales less than a day. Mostly local (z<0.3) AGNs.G. Ponti et al.: CAIXA: a catalogue of AGN in the XMM-Newton archive III. Excess Variance Analysis

LBol = ṁLEdd (note that, due to the multiplication of LEdd with
ṁ, even the Model B curves are well separated in this case).

Although the agreement between Model A curve prediction
with the low ṁ objects is rather good, this is not the case with the
model prediction for the high accretion rate objects (all points
lie below the blue line in the top panel of Fig. 11). On the other
hand, the Model B curves agree very well with both the low and
the high ṁ data points. We therefore conclude that the apparent
variability vs. luminosity relation in the CAIXAvar sample is
a byproduct of the variability vs. MBH relation, and it can be
explained well if the PSDamp decreases with accretion rate as we
discussed in Section 6.3.1.

6.4. σ2rms vs. Hβ

The left panel of Fig. 12 shows the σ2rms,20 vs. the Hβ Full Width
at Half Maximum (FWHM) relation. As observed by McHardy
et al. (2006), a strong anti-correlation is present in CAIXAvar
(the best-fit results, as well as the probability of a correlation
between variability amplitude and Hβ FWHM are listed in Table
5). However, it is well know that Hβ FWHM strongly depends on
MBH. In fact, Bianchi et al. 2009 show a very strong correlation
betweenMBH and Hβ for the objects in the original CAIXA sam-
ple. This is not surprising, in fact the width of the Hβ line is often
used to estimateMBH in AGN. Therefore, the anti-correlation be-
tween variability and Hβ FWHM that we observe, is almost cer-
tainly a byproduct of the variability vs. MBH relation. The right
panel of Fig. 12 shows that the variability vs. width of the Hβ
line correlation disappears when the dependance on the MBH on
excess variance is taken off by multiplying σ2rms with the MBH.
This is true also for the excess variance measurements from the
80, and 40 ks segments (see Table 5).

6.5. σ2rms vs. spectral index Γ

The left panel of Fig. 13 shows the σ2rms,20 vs. the 2-10 keV spec-
tral index relation for the CAIXAvar sample (see Bianchi et al.
2009 for a description of how the spectral index is calculated).
The variability is strongly correlated with Γ. This is also the case
forσ2rms,80,σ

2
rms,40, σ

2
rms,20 and theσ

2
rms,10 vs. Γ relations (see Tab.

5). In fact, the probability that these correlations are significant
are all above 98.5 % and reaches values larger than 99.99 %.

This correlation (see also Turner et al. 1999) is rather surpris-
ing and not easy to understand. As before, we also investigated
the σ2rms,80,40,20,10×MBH vs. Γ relations. When the variability am-
plitude is “normalized” to MBH, the correlation disappears (see
right panel of Fig. 13 and Tab. 5). However, even this result is
not easy to understand, as there are no “a priory” direct physical
connection between the MBH and the 2-10 keV spectral index.
In fact, although some authors claim the presence of a correla-
tion between spectral index and MBH, only a marginally signifi-
cant correlation between these quantities is observed in CAIXA
(Bianchi et al. 2009). To be scrupulous, we repeated the study of
this correlation in the case of the CAIXAvar sample (due to the
slightly different definition of the CAIXAvar sample compared
to CAIXA). Again, only a marginal correlation is present.

Several authors have argued in the past that the 2-10 keV
spectral index is not correlated with the MBH, but with the ac-
cretion rate (see e.g. Porquet et al. 2004; Piconcelli et al. 2005;
Shemmer et al. 2006; Saez et al. 2008; Papadakis et al. 2009;
Sobolewska & Papadakis 2009; Risaliti et al. 2009; Scott et
al. 2011). This argument is strengthened by the fact that the
same spectral index vs. accretion rate correlation is observed in

Fig. 11. Top panel: The σ2rms,20 vs. LBol relation for the
CAIXAvar (20 ks) sample. Red and blue circles indicate sources
with mean ṁ = 0.06 and 0.67, respectively. The solid lines show
the Model A predictions for different accretion rates. Bottom
panel:Model B predictions.

BHB as well (see e.g. Wu & Gu 2008). If this is true, then we
can explain the σ2rms vs. Γ relation as follows: Sobolewska &
Papadakis (2009) have argued that Γ ∝ ṁ0.1, while we observe
that σ2rms ∝ ṁ (see Table 5). Therefore, we would expect to ob-
serve σ2rms ∝ Γ10, perfectly consistent with our observations (see
Table 5).

In Fig. 14 we plot again the σ2rms vs. Γ data for all the
CAIXAvar sources (irrespective of the magnitude of their er-
ror), in the log–log space. Red and blue circles indicate the
data for AGN with 1.7 × 106 M⊙ < MBH < 4.6 × 106 M⊙
and 3 × 108 M⊙ < MBH < 8.9 × 108 M⊙, respectively, ex-
actly like in Fig. 6. The red and blue lines indicate the Model
B σ2rms − Γ predictions for an AGN with MBH = 2.5 × 106 and
5 × 108 M⊙ (i.e. the mean MBH of the points indicated with the
red and blue circles). For each of the twoMBH values we have es-
timated the excess variance for various accretion rates assuming
that PSDamp ∝ ṁ−0.8, as explained in Section 6.1.3. Then, instead
of plotting σ2rms as a function of ṁ (as we did in Fig. 9), we plot
it as function of Γ, using the Sobolewska & Papadakis (2009)
relation mentioned above. The agreement between the data and
the model predictions is rather good. This result suggests that
the σ2rms − Γ relation we observe (Fig. 13) is due to the σ2rms vs.
ṁ and Γ vs. ṁ relations. When ”normalized” to MBH, the excess
variance is no more clearly correlated with Γ, because, according
the Model B predictions, it is expected to be weak (with a slope
of just ∼ 0.2), and with a considerable scatter at high accretion
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High-z AGN do follow the LX-variability relation but …. 
AGNs at different redshift sample different timescales, so need to 

correct or model this effect!

Lx-variability correlation holds for high-z 
sources as well

M. Paolillo and collaborators: X-ray variability of high redshift AGNs: results from the Chandra Deep Field surveys

Fig. 10. Excess variance over the full 4 Ms (11 years span) vs rest-frame luminosity for sources with S/N perbin > 0.8 counts. In grey the individual
sources are shown while the black stars show the average variance in bins of 15 sources. Sources with excess variance ≤ 10−3 are shown at the
10−3 level.

corrected for the bias introduced by the sparse sampling pattern
(see discussion in §4). The only free parameter in our models
is the average accretion rate, which is allowed to be different
for each redshift interval. We see that, although all models
reproduce the overall trends and dependence of variability on
luminosity and timescale, there are significant differences.

The first model (Model 1, first row) is the less sensitive to the
accretion rate. Due to the fixed PSD normalization, the model
tend to the same asymptotic value at low luminosities (i.e for
small BH masses since at fixed accretion rate the sigma2

NXS vs
LX is a mass sequence) for every accretion rate, since for small
masses the PSD break exits our range of sampled timescales. A
joint fit to all timescales simultaneously yields a χ2 = 31.3 for
14 degrees of freedom (d.o.f.), with a probability Pnull = 5−3,
thus indicating that the simplest variability model is rejected by
our data. In order to obtain a better fit to the data on the longest
timescales, the PSD normalization should be increased; however
a comparison with the data of Zhang (2011) (open cyan triangles
in the rightmost column) confirms that the PSD normalization
adopted here (based on the Papadakis (2004) work) is consis-
tent with the results expected for local AGNs. The Zhang (2011)
work is based on RXTE data which sample long timescales (14
years) comparable to the 4Ms CDFS sample and probe the low
frequency part of the PSD, where the excess variance is es-
sentially sampling the PSD normalization below the break fre-
quency.

The second model (Model 2) is more sensitive to accretion
rate, allowing a better fit for both high and low redshift samples,
but shares with Model 1 the same PSD normalization problem
on the longest timescales. The joint fit returns a χ2 = 21.1 for 14
d.o.f., with a Pnull = 0.1.

In the last two models the PSD amplitude is dependent also
on the accretion rate, and this allows a better fit on the longest
timescales. The best fit with Model 3, where the PSD break fre-
quency depends only on BH mass as in Model 1, corresponds to

a χ2 = 24.6 for 14 d.o.f., i.e. a Pnull = 0.04. In the case of Model
4, where pre break frequency scales with both BH mass and ac-
cretion rate, the best fit solution corresponds to a χ2 = 18.3 (for
14 d.o.f.) and Pnull = 0.19.

These result indicate that the PSD break frequency νb should
depend on both BH mass and ṁ, as in agreement with McHardy
et al. (2006) and that probably the PSD amplitude also depends
on ṁ, as proposed by Ponti et al. (2012).

- Discussion on the chi2 values and the best model.
- Present the accretion rate dependence on redshift.

9



AGN12 - Napoli, 26-29 Sept. 2016

4Ms CDFS 
lightcurves 
(Chandra data) 

The 4Ms data allow to 
sample AGN variability 
on different timescales, 
from a few days up to 
11 yrs. 

A proxy to a proper 
PSD analysis

11 yr

130 dy

30 dy



AGN12 - Napoli, 26-29 Sept. 2016

• A single flat (σNXV=ν-1) power-
law PSD only fits long 
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sources (independent of z).

• Steeper PSD slopes 
(σNXV=ν-1.5) provide poor fits 
to some timescales

• A bending power-law seems 
the best fit for high-z AGNs, 
reproducing both the high 
frequency cutoff and the 
redshift dependence:

What PSD for high-z AGNs?
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Constraining the model: fit results

Model 1: bending frequency depends only on BH mass as νb∝M-1 (Gonzales-Martin 
& Vaughan, 2012) with fixed PSD normalization (Papadakis et al. 2004, 2008)

Model is rejected Pnull<10-2 level when λEdd>0.03.

M. Paolillo et al.: Tracing the accretion history of supermassive Black Holes through variability

Fig. 10. LX vs σ2
NXS relation for sources in different redshift intervals. The three columns correspond to the different temporal sampling discussed

in §??, with a maximum sampled timescale of 40 days, 130 days and 11 years respectively. Each row represents the comparison with one of the 4
models discussed in §?? with parameters set to the best-fit solution with a constant accretion rate for all redshifts. The data are binned in groups
of 15 sources as in Figure ??. The black arrow in the panels of the first column represents the 3σ upper limit. The open triangles and solid cyan
line in the rightmost panels represent the data from citetZhang11 and the corresponding model (see discussion in the text).
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Model 2: bending frequency depends on BH mass and acc.rate through νb∝L/M2 
(McHardy et al. 2006), fixed PSD normalization (Papadakis et al. 2004, 2008)

Model is consistent with the data: Pnull~0.23

Constraining the model: fit results
M. Paolillo et al.: Tracing the accretion history of supermassive Black Holes through variability

Fig. 11. As Figure 10 with parameters set to the best-fit solution with a variable accretion rate as a function of redshift.

- mention agreement with Aird results;
- mention possible bias at high z due to the different host
population, if λEdd is different in different galaxies;
- discuss bright quasars from Shemmer;
- Argue that the lack of correlation of variability with spatial
density doesn’t conclusively prove that there is no link, but not
on the timescales probed here or due to the global environment.
other effects as mergers could obviously enhance accretion and
possibly variability but those are not probed here directly;
- note the disagreement on long timescales for models with free
normalization, refer to Young and Yang results on the 4 and 6
Ms (perform fit only on long timescales?); - FROM IOSSIF:
At some point we should highlight the different approach we
adopted here. We did NOT fit the excess variance vs luminosity
(at all z’s) or the excess variance vs z (at all luminosities),
but instead, we divided the data in bins, and fitted them with
PSD models. So, basically, our major result is that AGN up

to redshift 4, when it comes to their mechanism, they operate
exactly in the same way as the local AGN. basically, I think we
should put across the message that, in the future, when other
people try to do the same job, they should try to disentangle the
interdependencies between σ2-lum-redshift (which imply that
people should be careful to match objects using light curves with
the same energy band, and light curves with the same length
*IN THE REST FRAME*, and then try to see how variability
depends on Lum and z. Whatever they find, they should ask
themselves: are my results consistent with the PSD results of
local AGN? There is no point to provide just fits to σ2-Lum and
σ2-z plots (even if the energy band and the rest frame length
are taken into account), unless they try to understand whether
their results show a discrepancy with what we know in the local
Universe. If not, then work like this one can provide information
about λEdd evolution - it can also provide information about the
BH mass range evolution, if the sample was ”complete” in any
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Fig. 11. As Figure 10 with parameters set to the best-fit solution with a variable accretion rate as a function of redshift.
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Model 3: bending frequency depends only on BH mass as νb∝M-1 (Gonzales-Martin 
& Vaughan, 2012), PSD normalization depends on acc.rate (Ponti et al. 2011)

Model disfavored with Pnull<0.013

Constraining the model: fit results

M. Paolillo et al.: Tracing the accretion history of supermassive Black Holes through variability

Fig. 11. As Figure 10 with parameters set to the best-fit solution with a variable accretion rate as a function of redshift.
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Fig. 11. As Figure 10 with parameters set to the best-fit solution with a variable accretion rate as a function of redshift.

- mention agreement with Aird results;
- mention possible bias at high z due to the different host
population, if λEdd is different in different galaxies;
- discuss bright quasars from Shemmer;
- Argue that the lack of correlation of variability with spatial
density doesn’t conclusively prove that there is no link, but not
on the timescales probed here or due to the global environment.
other effects as mergers could obviously enhance accretion and
possibly variability but those are not probed here directly;
- note the disagreement on long timescales for models with free
normalization, refer to Young and Yang results on the 4 and 6
Ms (perform fit only on long timescales?); - FROM IOSSIF:
At some point we should highlight the different approach we
adopted here. We did NOT fit the excess variance vs luminosity
(at all z’s) or the excess variance vs z (at all luminosities),
but instead, we divided the data in bins, and fitted them with
PSD models. So, basically, our major result is that AGN up

to redshift 4, when it comes to their mechanism, they operate
exactly in the same way as the local AGN. basically, I think we
should put across the message that, in the future, when other
people try to do the same job, they should try to disentangle the
interdependencies between σ2-lum-redshift (which imply that
people should be careful to match objects using light curves with
the same energy band, and light curves with the same length
*IN THE REST FRAME*, and then try to see how variability
depends on Lum and z. Whatever they find, they should ask
themselves: are my results consistent with the PSD results of
local AGN? There is no point to provide just fits to σ2-Lum and
σ2-z plots (even if the energy band and the rest frame length
are taken into account), unless they try to understand whether
their results show a discrepancy with what we know in the local
Universe. If not, then work like this one can provide information
about λEdd evolution - it can also provide information about the
BH mass range evolution, if the sample was ”complete” in any

13

M. Paolillo et al.: Tracing the accretion history of supermassive Black Holes through variability

Fig. 11. As Figure 10 with parameters set to the best-fit solution with a variable accretion rate as a function of redshift.
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on the timescales probed here or due to the global environment.
other effects as mergers could obviously enhance accretion and
possibly variability but those are not probed here directly;
- note the disagreement on long timescales for models with free
normalization, refer to Young and Yang results on the 4 and 6
Ms (perform fit only on long timescales?); - FROM IOSSIF:
At some point we should highlight the different approach we
adopted here. We did NOT fit the excess variance vs luminosity
(at all z’s) or the excess variance vs z (at all luminosities),
but instead, we divided the data in bins, and fitted them with
PSD models. So, basically, our major result is that AGN up

to redshift 4, when it comes to their mechanism, they operate
exactly in the same way as the local AGN. basically, I think we
should put across the message that, in the future, when other
people try to do the same job, they should try to disentangle the
interdependencies between σ2-lum-redshift (which imply that
people should be careful to match objects using light curves with
the same energy band, and light curves with the same length
*IN THE REST FRAME*, and then try to see how variability
depends on Lum and z. Whatever they find, they should ask
themselves: are my results consistent with the PSD results of
local AGN? There is no point to provide just fits to σ2-Lum and
σ2-z plots (even if the energy band and the rest frame length
are taken into account), unless they try to understand whether
their results show a discrepancy with what we know in the local
Universe. If not, then work like this one can provide information
about λEdd evolution - it can also provide information about the
BH mass range evolution, if the sample was ”complete” in any
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Model 4: bending frequency depends on BH mass and acc.rate through νb∝L/M2 
(McHardy et al. 2006), PSD normalization depends on acc.rate (Ponti et al. 2011)

Model is consistent with the data: Pnull~0.16

Constraining the model: fit results
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• A constant λEdd≤0.1 is consistent with the data, although some models 
indicate a possible increase of λEdd(z) peaking at z∼2÷3. 

• The low redshift data are consistent with variability of local AGNs 
(Zhang et al. resuls).

Accretion history results

M. Paolillo et al.: Tracing the accretion history of supermassive Black Holes through variability

Table 3. Fit results with variable accretion rate as a function of redshift, with 1σ errors and upper limits. Model 1 is not reported since it yields
unphysical values, as discussed in the text.

Model min. χ2
ν d.o.f. (ν) Prob (> χ2) best fit λEdd

< 0.02 0.2 ≤ z ≤ 1.3 1.3 < z ≤ 1.8 1.8 < z ≤ 2.75 2.75 < z ≤ 4
Only CDFS data

2 20.3 14 0.12 - 0.07+0.06
−0.03 0.06+0.03

−0.02 0.03+0.03
−0.02 0.06+0.07

−0.04

3 27.7 14 0.015 - 0.10+0.06
−0.04 0.16+0.06

−0.04 0.20+0.12
−0.06

0.15+0.25
−0.07

4 18.7 14 0.18 - 0.067+0.022
−0.015

0.065+0.046
−0.023 0.18+0.15

−0.07 0.05+0.09
−0.04

CDFS+local AGN (Zhang, 2011) data
2 22.5 15 0.10 0.026+0.37

−0.019 Same as above
3 29.6 15 0.013 0.084+0.017

−0.012 Same as above
4 20.4 15 0.16 0.083+0.017

−0.012 Same as above

Fig. 9. Accretion rate estimates as a function of redshifts from model fitting to the CDFS and local AGNs variability (Table 3). The solid horizontal
line and shaded area represents the results of the fit with a constant λEdd reported in Table 1

(Figure 11). The models favours an increase of λEdd(z) from the
local AGNs up to z ∼ 2, although the large uncertainties make
the results also consistent with a constant value.

The last model (Model 4) is the one yielding the smallest
χ2, as it is able to best match all timescales, luminosities and
redshift ranges, being consistent with the data at the 16 ÷ 18%
level. λEdd(z) is again mildly variable with a possible peak at
z ∼ 2.

Summarising, our analysis indicates that the PSD break fre-
quency νb depends on both BH mass and λEdd , in agreement with
McHardy et al. (2006), and that probably the PSD amplitude also
depends on λEdd , as proposed by Ponti et al. (2012). The average
accretion rate of the AGN population seem only weakly depen-
dent on redshift with a possible peak for z ∼ 2 ÷ 3.

6. Discussion and Conclusions

TO BE PROPERLY EXPANDED...
Summary of what we have done, overview of the data,of the

methods to investigate if a source is variable or not, of the meth-
ods to measure variability amplitude, i.e. the excess variance.
Also mention the sample selection criteria we used, to derive the
amplitude vs lum and time scale plots, i.e. the S/N > 0.8 cut,
and the importance of that. Also, that we worked on rest frame
energy.
Main results:

– We confirm the results based on previous X-ray investigation
of AGN variability, that virtually all AGNs are variable, and
only the data quality prevents us to detect variability in faint
sources;

– We detect variability on timescales as short as ! 3 days for
the majority of our variable sources, indicating that par of it
is produced close to the central engine;

– we show for the first time that high-redshift AGNs are likely
to have a PSD similar to local sources, best described by a
bending or broken power-law with a high-frequency break;

– we model AGN variability over a range of luminosities,
timescales and redshifts, properly accounting for statisti-
cal and systematic effects, and we show that the data sug-
gests that the PSD break frequency νb depends on both BH
mass and accretion rate, and that possibly the PSD ampli-
tude should depend on λEdd as well, as proposed by Ponti et
al. (2012);

– we use our model to trace the average accretion history of
AGNs with lookback time, finding results consistent with the
literature. A constant λEdd ! 0.1 is consistent with the data,
although some models indicate a possible increase of λEdd(z)
peaking at z ∼ 2 ÷ 3.

The large uncertainties due to the limited sample size do
not allow yet to draw definitive conclusions on the evolution of
accretion with redshift but we are quantitatively constraining
λEdd(z) through variability measurements for the firs time.
Future wide-field/large-effective-area facilities will allow to
make this method competitive with other tracers.

Additional comments to be included in the discussion:
- Point out that now variability measurements may support
increase in accretion with redshift but not nearly as much as
previous works suggested, due to our proper treatment of all
statistical uncertainties and biases;
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The future?
(La Franca et al. 2014)
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• WFXT is moderate cost; < $1B including reserves, launch, operations and GO program.
– Validated by Independent Cost Estimate; $779M with reserves, exclusive of launch ($90–180M)

• WFXT is technically ready to start now and launch in 5.5 years
– Mission design has large mass (⇥30%) and power (⇥80%) margins above standard contingencies
– TRL > 6, except for telescope currently at TRL 4 with ongoing development already in place

to achieve TRL 5 in this calendar year and TRL 6 by the end of Phase A.

• WFXT addresses RFI and NWNH Science Objectives, for example:
– Growth and Evolution of Supermassive Black Holes and Feedback
– Formation and Evolution of Clusters of Galaxies and Cosmology
– Growth of Large Scale Structure and the Cosmic Web

WFXT 
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Fig. 1.— (a) Square of the virial product (computed using L5100 and FWHMHβ) as a function of the excess variance, σ2
rms, of the 2-10

keV flux measured into 20 ks long bins. The continuous lines show the fit to the data (see Table 2). The objects having the Paβ FWHM
measures available are shown by red filled circles. (b) As in the previous panel using LX and FWHMHβ . (c) As in the previous panel using
LX and FWHMPaβ . (d) L5100 as a function of σ2

rms of the same sample shown in the upper panel. (e) LX as a function of σ2
rms of the

same sample shown in the upper panel. (f) LX as a function of σ2
rms of the same sample shown in the upper panel. The dashed lines show

the best fits to the data (see Table 2).

TABLE 2
Parameters of the fits

Variables α β N. Obj r Prob(r) Spread Intrinsic Spread
dex dex

(1) (2) (3) (4) (5) (6) (7) (8)

L5100, Hβ -1.74±0.13 41.17±0.29 31 -0.734 3×10−6 1.12 1.00
L5100 -1.98±0.11 39.45±0.20 31 -0.363 5×10−2 1.78 1.72

LX , Hβ -1.89±0.10 40.59±0.23 38 -0.813 5×10−10 1.06 0.93
LX -1.67±0.07 39.90±0.12 38 -0.570 2×10−4 1.36 1.32

LX , Paβ -1.21±0.12 41.99±0.31 18 -0.822 3×10−5 0.71 0.56
LX -1.64±0.09 39.58±0.18 18 -0.634 5×10−3 1.33 1.28

Note. — Column 1: variables used to compute either the virial product or the luminosity.
Columns 2 and 3: best fit parameters of eq. 7. Column 4: number of objects used. Column 5:
correlation coefficient. Column 6: probability of the correlation coefficient. Column 7: logarithmic
spread of the data on the y axis. Column 8: intrinsic logarithmic spread of the data on the y axis.

obtained when the Paβ line width is used. This could be
due either because the Paβ broad emission line, contrary
to Hβ, is observed to be practically unblended with other
chemical species, or because, as our analysis is based on
a collection of data from public archives, the Paβ line
widths, which comes from the same project (Landt et al.
2008, 2013), could have therefore been measured in a
more homogeneous way. In this case, it is then proba-
ble that new dedicated homogeneous observing programs

could obtain even less scattered calibrations; at least for
the Hβ-based relationships discussed in this work.
In order to use this method to measure the cosmolog-

ical distances and then the curvature of the Universe, it
is necessary to obtain reliable variability measures, cor-
rected for the cosmological time-dilation, at relevant red-
shifts. In this respect, the relations based on the Hβ line
width measurement are the most promising as can be
used even up to redshift ∼3 via near infra-red spectro-
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scopic observations (e.g. in the 1-5 µm wavelength range
with NIRSpec2 on the James Webb Space Telescope).
Moreover, recent studies by Lanzuisi et al. (2014) sug-
gest that previous claims of a dependence on redshift of
the AGN X-ray variability should be attributed to selec-
tion effects.
Our AGN-based relations constitute a distance indi-

cator alternative to SNeIa and GRB, that can be used
to cross-check their distance estimates, revealing poten-
tial unknown sources of systematic errors in their cal-
ibration and improve the constraints on fundamental
cosmological parameters including dark energy proper-
ties. To assess cosmological relevance of our distance
estimate we compare, in Figure 2, the luminosity dis-
tance, DL, of our estimator (blue dots) with two dif-
ferent sets of cosmological models. The first one refers
to flat ΛCDM models allowed by the Union2.1 compi-
lation of SNeIa (Suzuki et al. 2012). The black curve
represents the best fit, while the red dashed and dot-
ted curves are the ±1σ bounds. The corresponding val-
ues for ΩM are indicated in the plot. The second sets
of curves represent a flat Dark Energy models with a
non-evolving equation of state (wCDM), i.e. with con-
stant w-parameter (w ≡ p/ρ), consistent with both the
Planck maps and galaxy clustering in the BOSS survey
(Sánchez et al. 2013), but with no reference to SNeIa
data. The two blue dot-dashed and dashed curves repre-
sent ±1σ bounds with cosmological parameters indicated
in the plot.
From a cosmological viewpoint our present application

should be considered as a proof of concept that, how-
ever, can be developed by future missions such as the
new mission concept Athena (recently proposed to the
European Space Agency; Nandra et al. 2013). As DL is
proportional to the square root of the luminosity, the 0.7
dex uncertainty on the prediction of the AGN X-ray lu-
minosity corresponds to a 0.35 dex uncertainty on the DL
measurement (see lower right corner in the upper panel
of Figure 2)3. This implies that, if log-normal errors are
assumed, variability measures of samples containing a
number of AGN, NAGN, all having similar redshifts, will
provide measures of the distance (at that average red-
shift) with uncertainties of ∼0.35/

√
NAGN dex. From

Vaughan et al. (2003), in low signal-to-noise measure-
ment conditions (when the Poissonian noise dominates),
the excess variance measurement is larger than the noise
when

σ2
rms >

√

2

N

1

µto
, (9)

where N is the number of to long time intervals, and
µ is the average count rate in ph/s units. As also
confirmed by our data, the above formula requires a
count rate µ ∼ 1 ph/s and 80 bins, to = 250 s long,
in order to measure σ2

rms larger than ∼ 5 × 10−4 (as
mainly observed in this work). If Athena will be used,
µ ∼ 1 ph/s corresponds to a 2-10 keV flux of 10−13

erg s−1 cm−2. According to the AGN X-ray luminos-
ity function (La Franca et al. 2005; Gilli et al. 2007), at

2 See http://www.stsci.edu/jwst/instruments/nirspec
3 The logarithmic uncertainties on DL should be multiplied by

a factor 5 to convert them into distance modulus, ∆M, units.

Fig. 2.— Top. Luminosity distance as a function of redshift. The
curves represent cosmological models allowed by different datasets
described in the text. Our measures, using LX and Paβ, are shown
by blue dots. On the lower right corner the typical uncertainty on
a single measurement is shown. Red error bars show the expected
uncertainties from a survey carried out with Athena. The expected
number of AGNs in each of the 0.4-wide redshift bins is also shown.
Bottom. Percent differences of the various cosmological models
compared to their respective best fit. Magenta error bars show
the expected uncertainties from a survey carried out with a future
WFXT as described in the text. The expected number of AGNs
in each of the 0.3-wide redshift bins is also shown.

these fluxes, with a 10 Ms survey covering 250 deg2 with
500 pointings of the Wide Field Instrument (∼0.5 deg2

large field of view), it will be possible to measure σ2
rms

in a sample of ∼250 unabsorbed (NH <1021 cm−2) AGN
contained in each of the redshifts bins 0< z <0.3 and
0.3< z <0.6, and a sample of ∼35 AGN in the redshift
bin 0.6< z <0.9. In this case DL could be measured
with a 0.02 dex uncertainty (0.1 mag) at redshifts less
than 0.6, and with a 0.06 dex (0.3 mag) uncertainty in
the 0.6< z <0.9 bin (red error-bars in Figure 2). With
the proposed Athena survey our estimator will not be
competitive with SNeIa. It will, however, provide a cos-
mological test independent from SNeIa able to detect
possible systematic errors if larger than 0.1 mag in the
redshift range z < 0.6. A value a factor of ∼ 4 more
precise than the other alternative estimator based on the
GRBs (Schaefer 2007).
In order to significantly exploit at higher redshifts our

proposed σ2
rms-based AGN luminosity indicator to con-

straint the Universe geometry a further step is neces-
sary, such as a dedicated Wide Field X-ray Telescope

Calibrated variability correlations can provide 
cosmological constraints. But what about other 
parameters (e.g. accretion rates)?
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Conclusions
• Multi-epoch surveys offer the opportunity to investigate the timing 

properties of distant AGN populations.

• Luminosity-variability anticorrelation verified over large redshift 
range.

• High-z AGNs share similar PSD of local AGNs

• Variability dependence on both mass and accretion is favored

• With correct statistical approach and accounting for biases we can 
constrain the best physical model

• Variability allows to constrain the average accretion rate over 
cosmic time

Wide-field multi-epoch surveys may allow constrain the evolution of 
the AGN population.


