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While powerful techniques exist to accurately account for anharmonicity in vibrational molecular spectroscopy,
they are computationally very expensive and cannot be routinely employed for large species and/or at non-
zero vibrational temperatures. Motivated by the study of Polycyclic Aromatic Hydrocarbon (PAH) emission
in space, we developed a new code, which takes into account all modes and can describe all IR transitions
including bands becoming active due to resonances as well as overtones, combination and difference bands.
In this article, we describe the methodology that was implemented and discuss how the main difficulties were
overcome, so as to keep the problem tractable. Benchmarking with high-level calculations was performed
on a small molecule. We carried out specific convergence tests on two prototypical PAHs, pyrene (C16H10)
and coronene (C24H12), aiming at optimising tunable parameters to achieve both acceptable accuracy and
computational costs for this class of molecules. We then report the results obtained at 0K for pyrene and
coronene, comparing the calculated spectra with available experimental data. The theoretical band positions
were found to be significantly improved compared to harmonic Density Functional Theory (DFT) calculations.
The band intensities are in reasonable agreement with experiments, the main limitation being the accuracy
of the underlying calculations of the quartic force field. This is a first step towards calculating moderately
high-temperature spectra of PAHs and other similarly rigid molecules using Monte Carlo sampling.

PACS numbers: 33.20.Ea,33.20.Tp,98.38.Bn,98.38.Jw

I. INTRODUCTION

Polycyclic Aromatic Hydrocarbons (PAHs) are a fam-
ily of organic compounds composed of aromatic rings
containing carbon atoms, and whose peripheral bonds
are saturated by hydrogen atoms. PAHs (or closely re-
lated species) are thought to be the carriers of the so-
called Aromatic Infrared Bands (AIBs) at ∼3.3, 6.7, 7.7,
8.6, 11.3 µm.1,2 These features are among the strongest
emission features observed in the interstellar medium.3
Therefore, the infrared (IR) spectroscopy of PAHs is of
paramount importance in astrophysics. PAHs absorb
starlight in the visible and ultraviolet domain via elec-
tronic transitions and re-emit most of this energy in the
mid-IR in a vibrational de-excitation cascade. In such
model PAHs should emit most of the flux in the AIBs
from highly vibrationally excited states corresponding to
a thermal temperature of the order of ∼1000 K.4 Each
AIB results from the superposition of the emission of
molecules at different temperatures, each of which be-
ing the superposition of a large number of individual
vibrational transitions from a statistical distribution of
excited states. Due to anharmonicity, each of these
states is expected to have a shifted position with re-

a)Electronic mail: gmulas@oa-cagliari.inaf.it

spect to the corresponding 1-0 fundamental transition.
Temperature-dependent effects of anharmonicity in mod-
elling astronomical PAH spectra received only relatively
sparse attention.5,6 These works followed measurements
on a few neutral gas-phase PAHs, which reported the
overall band shift and broadening of the most intense
fundamental bands with temperature up to ∼900K.7
Similar data became also available from theory.8–10 In
most AIB modelling studies though, theoretical calcula-
tions are performed at the harmonic approximation level.
The harmonic frequencies and first derivatives of the
dipole moment are easily obtained using commonly avail-
able quantum chemistry computer codes that implement
many different levels of theory for the electronic states of
molecules such as the Hartree-Fock, Density Functional
Theory (DFT) or Coupled-Cluster levels. Databases of
such harmonic computed spectra are available11,12 and
include PAHs with up to a few hundreds C atoms. An-
harmonicity in the Hamiltonian is then typically taken
into account by some overall frequency scaling factor
chosen in order to obtain a better agreement with lab-
oratory data measured in rare-gas matrices at low tem-
perature. Note that laboratory data are themselves af-
fected by matrix effects which can be modeled as anhar-
monicity effects.13 Scaling procedures can be refined in
order to take into account the nature of the vibrational
modes.14,15 In any case, this completely neglects the an-
harmonic shifts of hot bands with respect to the fun-
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damental, just correcting (empirically) for the effect of
anharmonicity on the absolute position of the 1-0 transi-
tions. In order to perform simulations that can be com-
pared with the AIB spectrum, temperature effects are
then only simply included by adding some ad-hoc band
redshift and broadening, see e. g. Ref. 16 and the discus-
sion of synthetic PAH spectra by Boersma et al.16 and
Pauzat.17

In order to progress in the analysis of the astrophysi-
cal spectra, one has clearly to go beyond this simplified
treatment. Efforts should be dedicated to describe con-
nected states at non-zero temperatures. For this, the
approximation of the electric dipole moment by its Tay-
lor expansion truncated to the linear terms is not suffi-
cient. Indeed this approximation only describes vibra-
tional transitions connecting harmonic states which dif-
fer by only one quantum in only one (IR-active) vibra-
tional mode. Any other vibrational transitions, includ-
ing e.g. overtones, combination and difference bands,
are thus completely neglected at this level of treatment.
The reason for using such seemingly crude approxima-
tions is that performing actual anharmonic calculations
for anything but the smallest PAHs quickly becomes pro-
hibitively expensive from a computational point of view.
Complete variational calculations of rovibrational levels
with ab-initio potential energy and electric dipole sur-
faces are only feasible for very small molecules with up
to four or five atoms.18–20 However, the field is making
constant progress and variational vibrational calculations
can now be achieved for systems with up 11 atoms.21 Vi-
brational Self Consistent Field (VSCF) methods, based
on the ansatz that the vibrational wave-function can be
represented by a product of functions depending on a sin-
gle coordinate,22,23 can treat systems as large as a couple
of hundreds of atoms, including PAHs.24 However, they
neglect all correlation between different degrees of free-
dom and are generally not accurate enough for our pur-
poses. Techniques like the Vibrational Mean Field Con-
figuration Interaction (VMFCI)25,26 improve on this by
contracting several modes into one to describe correlated
wave-functions, and can scale up to molecules as big as
naphthalene (C10H8), provided that the modes involved
in important resonances form disjoint subsets of limited
sizes. For much larger molecules, perturbation theory
up to second order (VPT2) or beyond,27 is the method
of choice to treat inter-modes correlation starting from
VSCF solutions, or both intra-mode anharmonicity and
inter-modes correlation starting from the harmonic ap-
proximation. However, this treatment breaks down in the
case of near degeneracy, be it accidental or due to sym-
metry. While analytical VPT2 equations have existed
for long, symmetric and spherical tops deserve special
care due to symmetry degeneracies of modes28, further-
more, accidental near-degeneracies of energy levels have
to be detected and treated in a specific manner. Since
in PAHs vibrational modes of the same type cluster at
given frequencies, near-degeneracies are unavoidable for
these molecules, in particular in the spectral region of C-

H stretches and C-H bends. Resonances must therefore
be taken out of the perturbation treatment, and explic-
itly accounted for, without omitting any interacting state
nor resonant term of the vibrational potential, using for
example the generalized second-order vibrational pertur-
bation theory (GVPT2).28–31

This GVPT2 approach requires to first define some ap-
propriate thresholds as a function of the desired target
accuracy to determine which terms are to be considered
“resonances” and which can safely be treated using per-
turbation theory. Then, one defines polyads of interact-
ing harmonic vibrational states connected by resonant
terms and solves the corresponding variational problems,
while perturbative corrections for non-resonant terms can
be added either before or after. In principle, for vanish-
ingly small thresholds all terms are considered resonances
and one goes back to the limit of a full variational cal-
culation in a basis of harmonic vibrational states. In
general, in addition to thresholds for discriminating be-
tween resonant and non-resonant terms, one also needs
to implement some truncation scheme to keep the size of
the polyads and of the associated variational problems
small enough to be tractable without degrading the ac-
curacy of the results. This kind of calculation has been
implemented and successfully applied to compute the vi-
brational spectrum of PAHs involving transitions from
the ground vibrational state and possibly some of the
lowest lying ones in energy.32–34 Solving for all vibra-
tional states up to higher energies quickly becomes pro-
hibitive, since the number of states involved explodes,
behaving as a multi-factorial with energy. However, if
one is interested in reproducing the overall envelope of
the spectral profile resulting from the superposition of
hot bands as a function of vibrational excitation (or tem-
perature), a possible approach is to give up a complete
solution in favor of a Monte Carlo sampling of vibra-
tional states.8,10,35–37 We developed and implemented a
code suitable for this approach,38 and in this paper we
test its behaviour benchmarking its calculations of the
0 K spectrum against both experimental measurements
for some small-medium PAHs and very high-level VM-
FCI calculations for a smaller species, namely ethylene
oxyde. In Section II we describe the Van Vleck perturba-
tion approach and we give computational details. Then
in Section III we proceed to compare the outcomes of our
calculations with reference calculations, which we use to
define a strategy for choosing tuning parameters that pro-
vide both acceptable accuracies and computational costs.
We also compare with experimental results, assessing the
accuracy that can be expected from these calculations for
fundamental bands, bands becoming weakly active due
to resonances, and also overtone/combination/difference
bands stemming from transitions mediated by the sec-
ond order terms in the expansion of the electric dipole
moment. In Section IV we discuss our results, assessing
the applicability of the method and its estimated compu-
tational costs for future calculations of spectra of PAHs
and similarly rigid molecules considering all significantly
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populated levels at moderately high T using Monte Carlo
sampling.

II. COMPUTATIONAL FORMALISM

A. Van Vleck perturbation theory

In this section, we give a brief review of the Van Vleck
approach to perturbation theory applied to molecular
vibrations.39–42 The anharmonic vibrational Hamiltonian
H is written as

H = H(0) + λH(1) + λ2H(2), (1)

where λ is the perturbation parameter. The zero-
order Hamiltonian is given as the harmonic normal-mode
Hamiltonian

H(0) = Hharm =
∑

i

~ωi

2

(
p2i + q2i

)
, (2)

and the first- and second-order Hamiltonian are given
by the cubic and quartic expansion of the vibrational
potential

H(1) =
1

3!

∑

ijk

(
∂3V

∂qi∂qj∂qk

)

0

qiqjqk, (3)

H(2) =
1

4!

∑

ijkl

(
∂4V

∂qi∂qj∂qk∂ql

)

0

qiqjqkql. (4)

Higher-order terms in the potential are neglected. The
Van Vleck procedure relies on an infinitesimal con-
tact transformation which will lead to an effective
Hamiltonian. The contact transformation is defined
by T = exp (S) where the operator S is anti-hermitian
S† = −S. This operator can be expanded up to the
second-order in the perturbation parameter

S = λS(1) + λ2S(2) + . . . (5)

The transformed Hamiltonian H̃ = T †HT up to the
second-order in the pertubation parameter is then writ-
ten as

H̃ = H̃(0) + λH̃(1) + λ2H̃(2) + . . . , (6)

where

H̃(0) = H(0), (7)

H̃(1) = H(1) −
[
S(1), H(0)

]
, (8)

H̃(2) = H(2) −
[
S(2), H(0)

]
−
[
S(1), H(1)

]
(9)

+
1

2

[
S(1),

[
S(1), H(0)

]]
.

Each term of the contact transformation S(i) is chosen
such that it cancels out all non-diagonal terms of H̃(i).
This is in general possible as long as no resonance occurs.
For example, in the case of the anharmonic vibrational
Hamiltonian of Eqs. (1), (2), (3) and (4), one can find in
Ref. 43 the following expression for S(1)

S(1) =
∑

ijk

iωk

3!∆ijk

(
∂3V

∂qi∂qj∂qk

)

0

(
2ωiωjpipjpk

+
(
ω2
i + ω2

j − ω2
k

)
(qiqjpk + qipkqj + pkqiqj)

)
, (10)

where ∆ijk is defined by

∆ijk = (ωi − ωj − ωk) (ωi + ωj − ωk)

× (ωi − ωj + ωk) (ωi + ωj + ωk) (11)

This expression can then be used in Eq. (9) and S(2) can
be determined. In fact, at this point, it is not necessary
to obtain an explicit expression for S(2). One just have
to assume that the second order transformation exists
and is not divergent, which is the case if no resonances
occur. Then, the eigenvalues of the effective Hamiltonian
are given by the usual Dunham expansion

En = χ0 +
∑

i

ωi (ni + 1/2)

+
∑

i6j

χij (ni + 1/2) (nj + 1/2) (12)

where the expression for the anharmonic coefficients χ0,
and χij can be found easily in the literature.27,30,43

In the case of exact or near resonances, the expres-
sion for the first order contact transformation Eq. (10)
cannot be used as it is. Indeed, Fermi resonances de-
fined by the occurrences of triplets i,j and k such that
±ωi ± ωj ± ωk ' 0 would result in a diverging first-
order contact transformation. This implies that the con-
tact transformation should be determined to infinite or-
der. In the case of quasi-degenerate perturbation the-
ory these resonant terms are simply excluded from the
definition of the contact transformation. As a result
the first-order transformed Hamiltonian H̃(1) is not di-
agonal. Similarly the occurrence of Darling-Dennison44
(DD) resonances arises by diverging terms in the second-
order contact transformation S(2) and occurring when
±ωi ± ωj ± ωk ± ωl ' 0. These terms should also be
excluded, therefore preventing for a full cancellation of
the non-diagonal terms in the second-order transformed
Hamiltonian H̃(2). Note that DD resonances can occur
even if there are no corresponding quartic derivatives
since quartic coupling terms appear due to the appli-
cation of the first order contact transformation. After
using the contact transformation, we obtain an effective
and non-diagonal Hamiltonian H̃ whose eigenvalues are
identical to the Hamiltonian H at the second order of the
perturbation. This effective Hamiltonian can be diago-
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nalized using a finite variational basis.
After being determined, the infinitesimal contact

transformation can be applied to any operators such as
the dipole operator µ resulting in a transformed operator
accounting for both mechanical and electric anharmonic-
ity up to the second order in the perturbation parameter.
Similarly as for the Hamiltonian, the dipole operator is
expanded as

µ = µ(0) + λµ(1) + λ2µ(2) + . . . , (13)

where µ(0) is the permanent dipole, and where µ(1) and
µ(2) are respectively the linear and quadratic terms of
the expansion of the dipole as a function of the normal
mode coordinates about the equilibrium position, they
are written as

µ(1) =
∑

i

µ
(1)
i qi =

∑

i

(
∂µ

∂qi

)

0

qi, (14)

µ(2) =
1

2

∑

ij

µ
(2)
ij qiqj =

1

2

∑

ij

(
∂2µ

∂qi∂qj

)

0

qiqj . (15)

Applying the perturbative transformation, the expression
for the transformed dipole operator up to the second-
order in the perturbation parameter is given by

µ̃ = µ(0) + λµ(1) + λ2
(
µ(2) −

[
S(1),µ(1)

])
+ . . . , (16)

where one should remember that resonant terms are
omitted from the definition of S(1), as explained before.
The intensities of the transitions are then calculated by
computing the matrix elements of the dipole operator
between two eigenstates of the effective Hamiltonian H̃.
The intensity of a vibrational transition, neglecting rota-
tional degrees of freedom, is then written as

Iab =
2π

3~cε0
ωab〈|ψa|µ̃|ψb〉|2 , (17)

where ωab = ωb − ωa are the transitions between eigen-
frequencies and where |ψa〉 are the eigenstates of H̃. Iab is
comparable to the experimental band intensity integrated
over its rotational substructure.

B. Polyad construction and variational problem

In this section we give the computational details of
our implementation of the Van Vleck perturbation the-
ory described in Sec. IIA. The computational protocol
described in this section was implemented in our code:
AnharmoniCaOs (the Cagliari-Orsay model for anhar-
monic molecular spectra in 2nd order perturbation the-
ory).

The first step is to identify resonances. For this
purpose, starting from an initial harmonic state n =
(n1, . . . , nN ), we first identify all harmonic states n′ 6= n
directly connected to n through the cubic couplings.

For these states, the ratio of the coupling term V
(1)
nn′ =

〈n|H(1)|n′〉 and the harmonic energy difference between
these states is used to define a resonance. A Fermi reso-
nance occurs then if

∣∣∣∣∣
V

(1)
nn′

E
(0)
n − E(0)

n′

∣∣∣∣∣ > r3 (18)

where r3 is a small threshold parameter. A list of Fermi
resonances is thus built. From this list the first-order
contact transformation S(1) can be defined by excluding
all terms corresponding to a resonance as in Eq. (18).
Applying the first-order contact transformation S(1) onto
the HamiltonianH we obtain the second-order part of the
transformed Hamiltonian

H(2) −
[
S(1), H(1)

]
+

1

2

[
S(1),

[
S(1), H(0)

]]
. (19)

This operator is then used to identify harmonic states
n′′ 6= n directly connected to the initial state n through
the quartic couplings which include the effect of the
first-order transformation. Darling-Dennison (DD) res-
onances are then defined by

∣∣∣∣∣
V

(2)
nn′′

E
(0)
n − E(0)

n′′

∣∣∣∣∣ > r4, (20)

where V
(2)
nn′′ is non-diagonal matrix element of opera-

tor (19). The list of DD resonances having been built, the
second-order contact transformation can be defined im-
plicitly. This transformation is used to define the trans-
formed Hamiltonian H̃ (Eq. 6).

After this preliminary work, polyads are iteratively
constructed as resumed in Fig. 1. A list of starting states
is built by including the initial harmonic state n and the
final harmonic states n̂ reached by a dipolar transition
through the transformed dipole operator µ̃. Each start-
ing state will constitute the start of a polyad. Running
trough the resonances the list of states in each polyad is
increased iteratively. When two polyads share a common
state, they are merged. Symmetry can be taken advan-
tage of by considering only states of a given symmetry
type at a time. This way, one could think of separat-
ing explicitly the problem into a number of subproblems,
However, in practice, given the way in which polyads
are recursively built by following resonances, resonant
terms can only be non-zero between harmonic states of
the same symmetry. Hence symmetry separation is auto-
matically enforced and there would not be any significant
performance gain by implementing the explicit separa-
tion, which would make the code more complicated. It
is only necessary to include a cutoff parameter to remove
the numerical noise, introduced by cubic and quartic,
non-symmetry-adapted Hamiltonian terms, in case the
separate code used to obtain the potential does not ex-
plicitly use symmetry itself and thus produces very small
non-zero spurious terms.
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This procedure, depending on how resonances com-
bine, can lead to polyads of very large, in principle even
infinite, size. To keep the problem tractable, a trunca-
tion mechanism is therefore necessary. To obtain finite
size polyads we used a “cost model”. The very initial
harmonic states, i. e. the initial one and the ones con-
nected to it by permitted transitions, are assigned a “bud-
get” initialized to 1. Additional states newly added to a
polyad “inherit” the budget of the state they are con-
nected to, minus a “cost” which is inversely proportional
to the “strength” of the resonance (the ratio between the
non-diagonal element and the difference of the diagonal
elements of the connected harmonic states) divided by a
tuning parameter h. Therefore, a very strong resonance
will add many states to a polyad, whereas a weak one
will add few, possibly only one. Larger values of h will
produce larger polyads, reducing truncation errors at the
price of an increased computational cost.

To each distinct polyad corresponds a variational prob-
lem, for which an effective Hamiltonian is defined. What
we want to obtain is an accurate description of the an-
harmonic states containing a non-negligible component
of the initial harmonic starting states (the very first har-
monic state and the ones connected to it by allowed tran-
sitions). Depending on how strong resonances are, and
on chosen tuning parameter values, the eigensolutions we
need may be a small fraction of the size of a given polyad.
If the polyad is relatively small, complete solution using
a standard direct method (e.g. Divide and Conquer45 or
Relatively Robust Representations46) is more efficient.
If, instead, the polyad is large (e. g. tens of thousands
of harmonic states or more) and a small fraction of the
eigensolutions is needed (e. g. less than ∼10%), then
an iterative method like Jacobi-Davidson,47,48 explicitly
tuned to select the eigenvalues with the largest com-
ponent in the space of the initial starting states, may
become more competitive. After the eigensolutions are
found, the line intensities between anharmonic states are
computed using Eq. (17). The final spectrum is then
built from individual transitions weighted by the square
of the component of the starting state it contains. In this
way, when the same polyad is obtained more than once
from different starting states, each transition will even-
tually converge to its exact value for complete coverage
of the starting states.

C. Electronic structure calculations

The Van-Vleck method described in the previous sec-
tions relies on the use of a quartic force field correspond-
ing to harmonic frequencies, cubic and quartic derivatives
of the potential energy surface as well as the first and sec-
ond derivatives of the dipole moment. These parameters
are easily obtained from quantum chemical calculations.
All electronic structure calculations were performed us-
ing the Gaussian09 suite of programs.49 Geometry op-
timizations and frequency calculations were performed

using density functional theory (DFT) with the hybrid
functional B97-1,50 and with the TZ2P51 and 6-31G*52,53
basis sets. We chose this exchange-correlation functional
over some more commonly used ones as e.g. B3-LYP54,55

because the former was found to provide more accurate
band position and intensities in particular for aromatic
molecules.32,33,56 As in Ref. 56 we used a (150,770) grid
for the Kohn-Sham (KS) integration and a (75,194) grid
for the Coupled Perturbed Kohn-Sham (CPKS) steps.

For each molecule, geometry optimization was first
performed, then harmonic frequencies and normal modes
were computed. Cubic and quartic normal mode deriva-
tives of the potential around the equilibrium position
were obtained using numerical differentiation of the an-
alytical Hessian matrix, using a displacement step of
0.01 Å·amu1/2. The calculation of all quartic deriva-
tives requires 36N2 Hessian calculations, where N is
the number of atoms. For large systems like pyrene
or coronene such a calculation could only be performed
with semi-empirical force-field and not with ab-initio or
DFT methods. Note that only the semi-diagonal involv-
ing at most two different indices are needed for pertur-
bation theory, the other terms just contribute to DD
resonances. Therefore, we only computed the quartic

derivatives with two identical indices
(

∂4V

∂qi∂qi∂qj∂qk

)

0

.

Similarly, second derivatives of the dipole moment were
obtained by numerical differentiation of the analytical
dipole first derivatives. Invariance of derivatives on the
order of differentiation was used to check the numerical
stability.

III. RESULTS

We now compare the results we obtained with An-
harmoniCaOs with some reference calculations and ex-
perimental results. Comparison with reference high-
level vibrational calculations performed with the VM-
FCI method using exactly the same quartic force field
will enable us to benchmark the effect of the different
user-defined thresholds. In this way we can separate the
effect of using the van Vleck method, and different lev-
els of resonance detection and truncation of the size of
variational calculations, from the effect of using a quartic
force field and, in turn, from the level of theory used to
obtain it. On the other hand, comparison with available
experimental data for PAHs enables us to gauge the accu-
racy of this method including also the effect of truncating
the nuclear potential to the quartic expansion and of the
level of theory used to compute it. In addition, we per-
form some convergence tests on pyrene and coronene, to
study the accuracy vs. computational cost as a function
of the tunable parameters of AnharmoniCaOs specifically
for the family of PAHs.
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initial state
(1, 1, 3, . . . , 0)

initial state
(1, 1, 3, . . . , 0)

starting state
(1, 0, 3, . . . , 0)

starting state
(2, 2, 3, . . . , 0)

starting state
(2, 1, 3, . . . , 0)

transitions

tr
an
sit
io
n

initial state
(1, 1, 3, . . . , 0)

resonant state
(2, 0, 3, . . . , 0)

resonant state
(0, 2, 3, . . . , 0)

starting state
(1, 0, 3, . . . , 0)

resonant state
(0, 1, 3, . . . , 0)

resonant state
(2, 1, 2, . . . , 0)

starting state
(2, 2, 3, . . . , 0)

resonant state
(1, 3, 3, . . . , 0)

resonant state
(3, 1, 3, . . . , 0)

starting state
(2, 1, 3, . . . , 0)

resonant state
(3, 0, 3, . . . , 0)

resonant state
(3, 3, 2, . . . , 0)

resonances

resonances

resonances

resonances

initial state
(1, 1, 3, . . . , 0)

resonant state
(2, 0, 3, . . . , 0)

resonant state
(0, 2, 3, . . . , 0)

starting state
(1, 0, 3, . . . , 0)

resonant state
(0, 1, 3, . . . , 0)

resonant state
(2, 1, 2, . . . , 0)

starting state
(2, 2, 3, . . . , 0)

resonant state
(1, 3, 3, . . . , 0)

resonant state
(3, 1, 3, . . . , 0)

starting state
(2, 1, 3, . . . , 0)

resonant state
(3, 0, 3, . . . , 0)

resonant state
(3, 3, 2, . . . , 0)

polyad 1

polyad 3

polyad 2

FIG. 1. Schematic algorithm of polyad definition

A. Comparison with VMFCI calculations for Ethylene oxyde

A new VMFCI calculation of all vibrational energy
levels of ethylene oxyde up to about 3600 cm−1 has
been performed (see supplementary material). The
results compare favorably with previously published
ones,21,57–59 using the same quartic force field for the
nuclear potential. We used the very same force field with
AnharmoniCaOs, and compared the results with the VM-
FCI ones for different values of the tuning parameters r3,
r4, and h. Table I shows how the accuracy of Anharmon-
iCaOs changes for decreasing values of r = r3 = r4, while
keeping fixed the parameter h = 4. Decreasing values of r
cause more and more terms to be taken out of the pertur-
bative treatment, and instead considered as resonances,
in setting up and solving polyads in a variational way. For
comparison, we also list in the same Table I the VSCF
results, which we obtained as an intermediate step of our
reference VMFCI calculation. Clearly, the VSCF discrep-
ancies are much larger than those of our GVPT2 results,
for all sets of tuning parameters used. Conversely, Ta-
ble II compares the results of AnharmoniCaOs for fixed
r = r3 = r4 = 0.05 and varying h. Interestingly enough,
the accuracy of AnharmoniCaOs steadily improves for
larger and larger h (at the price of a considerable in-
crease in computational cost), while this is not the case
for r. Indeed, we see in Table I that the best accuracy,
for h = 4, is obtained with r ≈ 0.3, and it gets worse,
not better, if r is reduced while keeping h fixed. This
is due to the way in which polyads are built, and their

truncation mechanism: no matter how weak it is, a reso-
nance always adds at least one basis state to the starting
ones. The idea behind this is that it is pointless to add
a term to the list of resonances and then just neglect
it because it is too weak. Conversely, if one decreases
too much r without in parallel increasing h one gets an
unbalanced truncation, with some weakly coupled basis
states included (namely the ones connected to starting
states via very weak resonances) while others, compara-
tively more strongly coupled, are not. Indeed, Table II
shows that with r = 0.05 one does obtain more accurate
results than with r = 0.3 provided that one then uses a
large enough value of h to allow for a balanced truncation
of polyads. All in all, it appears that r ≈ 0.3 and h ≈ 4
provide a good compromise in terms of accuracy versus
computational cost.

B. Convergence tests on pyrene

The quartic force field and first and second derivatives
of the electric dipole moment were obtained using DFT
with the B-97150 exchange-correlation functional and the
TZ2P51 Gaussian basis set, as described in Sect. II C. We
then used the AnharmoniCaOs code with the resulting
quartic force field and second order Taylor expansion of
the electric dipole, using the harmonic ground vibrational
state as a starting state. We started with r = 0.3 and
h = 4, based on the results of Sect. IIIA, as a reason-
able compromise between speed and accuracy, bearing in
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mode VMFCI VSCF r=1.0 r=0.5 r=0.3 r=0.2 r=0.1 r=0.05 r=0.01
1 2920a 3015 2955 2955 2918 2918 2918 2920 2930
2 1496 1525 1502 1502 1502 1503 1502 1503 1503
3 1271 1286 1271 1271 1271 1271 1271 1272 1272
4 1122 1160 1128 1128 1128 1128 1129 1127 1132
5 879 891 878 878 878 878 879 878 879
6 3029 3108 3043 3043 3043 3043 3060 3065 3097
7 1148 1172 1154 1154 1154 1154 1156 1156 1166
8 1018 1050 1025 1025 1025 1025 1027 1028 1037
9 2910 3032 2920 2920 2920 2921 2921 2920 2949
10 1468 1487 1474 1474 1474 1474 1475 1475 1482
11 1124 1158 1131 1131 1131 1131 1132 1132 1133
12 822 842 822 822 822 822 822 822 826
13 3041 3125 3058 3058 3058 3058 3055 3054 3085
14 1146 1169 1151 1151 1151 1151 1152 1152 1152
15 793 837 802 802 802 802 802 803 803
root mean square error 55.3 12.1 12.1 8.0 8.0 10.8 11.8 25.2

a VMFCI assignments of step n are in terms of eigenstates of step n − 1 and not in terms of the initial harmonic oscillator (HO) basis
functions. So, we use Thomas et al.21 assignments to relate the VMFCI frequencies to those assigned in this work on the basis of the
dominant HO basis function. In fact, VMFCI assignments coincides with those of Ref. 21 except for ν1 see supplementary material.

TABLE I. Fundamental frequencies for ethylene oxyde as a function of the threshold r and for h = 4.

mode VMFCI h=4 h=8 h=16 h=18
1 2920 a 2920 2920 2920 2918
2 1496 1503 1503 1503 1503
3 1271 1272 1272 1271 1271
4 1122 1127 1127 1127 1127
5 879 878 878 878 878
6 3029 3065 3065 3053 3043
7 1148 1156 1156 1155 1155
8 1018 1028 1028 1027 1026
9 2910 2920 2919 2918 2917
10 1468 1475 1474 1474 1474
11 1124 1132 1132 1132 1132
12 822 822 822 822 822
13 3041 3054 3054 3051 3050
14 1146 1152 1152 1152 1152
15 793 803 803 803 802
root mean square error 11.8 11.8 8.9 7.0

a Same remark as in Tab. I.

TABLE II. Fundamental frequencies for ethylene oxyde as a
function of the parameter h and for r = 0.05.

mind that our final goal will eventually be to perform
(at least) tens or hundreds of thousands of such individ-
ual calculations to obtain a good enough Monte Carlo
sampling of the energy dependence of vibrational bands.
Still, in the case of pyrene, we conducted exploratory cal-
culations where these parameters were pushed further,
to check convergence with respect to the number of res-
onances and the number of states being included in the
polyads to be explicitly diagonalised. For the smallest
value of the threshold (r = 0.05) we obtained very large

polyads. The size of the largest polyad, keeping fixed
h = 8, ramped up from ∼ 650 with r = 0.3, to ∼ 2700
with r = 0.2, to ∼ 15000 with r = 0.1, and to ∼ 36000
with r = 0.05 harmonic states. In particular, the polyads
containing the states involved in the fundamental tran-
sitions in the C–H region include states spanning an en-
ergy range increasing from ∼3015-5120 cm−1 for r = 0.3,
to ∼2540-5120 cm−1 for r = 0.2, ∼500-9800 cm−1 for
r = 0.1, and ∼450-10000 cm−1 for r = 0.05.

Some spectra for various values of r are shown in Fig. 2
for the region of C–H stretches and in Figs. 3, 4, and 5 for
three other representative spectral ranges. We studied
how the positions of specific bands change with different
r values. A large set of bands as they result from cal-
culations with different r values is given in Table V in
Supplementary Material. In some cases, most notably in
the C-H stretch spectral region, with decreasing r values
some bands split in several ones due to resonances. This
happens, for example, for the bands which are computed
at 3034, 3037, and 3042 at the r = 0.3 level, which split
into a multitude of bands at smaller r values. Some of
these results are summarised in Fig. 6, which shows the
ratio between anharmonic and harmonic frequencies of
unambiguously identified fundamentals, for the different
r values. In general, this exploration shows that r = 0.3
(and h = 8) already provides an acceptable level of ac-
curacy for most bands, when compared with harmonic
calculations. In almost all cases in which the same fun-
damental band can be unambiguously identified for all
r values, the calculation for r = 0.3 already provides
≥90% of the anharmonic correction to frequencies. Go-
ing from r = 0.3 to r = 0.05 only changes the positions
of fairly strong bands (i. e. with peak intensities larger
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FIG. 2. Anharmonic spectrum of pyrene in the C–H stretch
region for various values of the threshold r, keeping fixed h =
8. Black bars indicate the precise position of individual bands,
whereas red envelopes are convolved with Lorentzian profiles
with a 1 cm−1 width. Spectra computed with different values
of r are shifted for clarity by multiples of 15 km mol−1 cm
with respect to the previous one.

than ∼1 km mol−1 cm when convolved with a 1 cm−1
wide Lorentzian) by less than ∼3-5 cm−1, usually (but
not always) slightly redwards. Only in very few particu-
lar cases, e. g. around 1430 cm−1, when some resonance
is taken into account due to decreasing r, a significant
band may split in two close ones, but the overall spectral
structure does not change much anyway except for the
C-H stretch region. Very weak bands (i. e. bands with
peak intensities < 1 km mol−1 cm when convolved with a
1 cm−1 wide Lorentzian) are more sensitive. However, in
most cases this is because some of them are “peripheric”
states in big polyads, “borrowing” just very little intensity
from fundamentals to which they are very indirectly con-
nected by resonances. These states are indeed expected
to be less well described, due to basis truncation errors.

Bands in the C–H stretches region, in contrast to other
strong ones, appear very sensitive to thresholds and more
difficult to get to converge. This is clearly due to the
crowding of a much larger number of resonating states
than the ones involved in transitions in other spectral re-
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FIG. 3. Anharmonic spectrum of pyrene from 600 to
1100 cm−1 computed with various values of the threshold r,
keeping fixed h = 8. Black bars indicate the precise position
of individual bands, whereas red envelopes are convolved with
Lorentzian profiles with a 1 cm−1 width. Spectra computed
with different values of r are shifted for clarity by multiples
of 40 km mol−1 cm.

gions. When more and more resonances are included, and
larger polyads considered, the fundamental bands split
in a few fairly strong and a multitude of weak bands. In
some cases, this makes it actually impossible to “identify”
a given fundamental in this spectral region with any spe-
cific anharmonic transition in the r = 0.05 calculation.
Upon examining the spectra in Fig. 2, a side effect of
this is also apparent: the total, integrated band inten-
sity somewhat decreases when more and more resonances
are treated explicitly. This happens due to the multi-
tude of very weak Fermi resonances. Fermi resonances
cause some transitions, which would be IR-inactive in
the double harmonic approximation, to “borrow” some
intensity from a fundamental transition. When such
a Fermi resonance is treated explicitly, the total inten-
sity is conserved, i. e. the “borrowed” intensity that ap-
pears from the band becoming active simultaneously dis-
appears from the resonating fundamental. In contrast,
when the same Fermi resonance is treated via a pertur-
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FIG. 4. Anharmonic spectrum of pyrene from 1100 to
1500 cm−1 computed with various values of the threshold r,
keeping fixed h = 8. Black bars indicate the precise position
of individual bands, whereas red envelopes are convolved with
Lorentzian profiles with a 1 cm−1 width. Spectra computed
with different values of r are shifted for clarity by multiples
of 5 km mol−1 cm.

bative treatment, the “borrowed” intensity from a fun-
damental by a combination/difference band appears as a
second order contribution, whereas the intensity decrease
from the resonating fundamental appears as a third or-
der one. Consequently, the latter is not included in the
second order perturbative treatment. Some caution is
therefore in order when considering band intensities ob-
tained by these kinds of calculations, when a large num-
ber of weak resonances can add up and reach a total
“borrowed” intensity which amounts to a sizeable frac-
tion of the fundamental transition intensities. We actu-
ally implemented in our code an optional intensity cor-
rection which enforces the conservation of total intensity
when computing the contribution of mechanical anhar-
monicity to the van Vleck transformed second deriva-
tives of the electric dipole moment. This correction is
not really well-balanced, since it approximately includes
only one selected 3rd order correction to the transformed
dipole moment operator, and not for example the one,
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FIG. 5. Anharmonic spectrum of pyrene from 1600 to
2000 cm−1 computed with various values of the threshold r,
keeping fixed h = 8. Black bars indicate the precise position
of individual bands, whereas red envelopes are convolved with
Lorentzian profiles with a 1 cm−1 width. Spectra computed
with different values of r are shifted for clarity by multiples
of 2.8 km mol−1 cm.

at the same order, transferring intensity in the oppo-
site direction from an IR-active combination/difference
band (produced by a sizeable second derivative of the
dipole moment itself) to a fundamental resonating with
it. This new functionality should be more fully tested
under conditions in which other sources of error are neg-
ligible, hence it is disabled by default in AnharmoniCaOs,
we just use it in the next section to get an estimate of
how large its effect might be.

We carried out similar convergence tests for coronene.
Its quartic force field and derivatives of the dipole
moment were obtained using DFT with the B97-150
exchange-correlation functional. However, for coronene
we used the 6-31G* Gaussian basis set to perform all the
numerical derivatives required to obtain the quartic force
field, since using the TZ2P51 basis-set would be compu-
tationally too expensive. For AnharmoniCaOs we used
r = 0.3, r = 0.2, and r = 0.1, keeping fixed h = 6.
Calculations with r = 0.05 and h = 8 were computation-
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FIG. 6. Ratio between the computed anharmonic frequencies
and the harmonic frequencies of unambiguously identified fun-
damentals of pyrene, as a function of the harmonic frequen-
cies. Magenta squares are for r = 0.3, green ones for r = 0.2,
red ones for r = 0.1, blue ones for r = 0.05. The overlaid lines
represent the scaling factors for C-H stretches (dotted) and for
all other bands (dashed). Red lines mark scaling factors from
Ref. 56, namely 0.966 for C-H stretches and 0.982 for all the
other bands. Blue lines mark scaling factors obtained from
our best anharmonic calculation for pyrene, namely 0.962 for
C-H stretches and 0.978 for all other bands except the two
lowest modes, for which it is 0.946

ally too expensive. The results of this exploration for
coronene were by and large the same as for pyrene, with
the C-H stretch region being the only fairly sensitive one
to thresholds and relatively difficult to converge.

C. Comparison with experimental results and previous
theoretical calculations

Benchmarking our calculations on PAHs at 0K would
ideally require spectra recorded in gas-phase at very low
temperatures. Such data are now becoming available for
the CH stretch region.60,61 We therefore took the band
positions reported for pyrene in ref. 61. Since this data
is limited to the CH stretch range and does not report
absolute intensities, we also used experimental data from
Joblin et al.,62 both in Ne matrix at 4 K and in gas phase
at relatively high temperatures (∼ 300-500 °C) due to the
low vapour pressure of PAHs. Since the matrix effect on
the band position is expected to be weak for neon13, we
used the measured positions in Ne as the best available
experimental data to be compared with our calculated
positions. For most of the spectrum, the bands in Ne are
very sharp and well resolved. We remark though that the
band structure in the CH stretch range is less resolved in
Ne matrices compared to gas-phase at low temperature,
which can be observed from the values reporded in Ta-

ble III. Again this indicates a strong role of anharmonic-
ity in this range. Ne matrix spectra lack an absolute
calibration of band intensities. In order to compare the
experimental integrated band intensities with calculated
band strengths, we therefore used the gas-phase spectra
from Joblin et al.62 Error bars are not easy to derive but
we proceeded as follows for the gas-phase data that are
available to us.63 A key point in deriving absolute intensi-
ties is to estimate the PAH column density. For gas-phase
experiments in which all the PAH sample was evaporated
at the temperature of interest, we were able to derive
the column density of molecules in the gas-phase. If the
evaporation is not total then this density is controlled by
the vapour pressure, which is less precisely known. For
coronene at 723K we could use two spectra correspond-
ing to total evaporation with different column densities.
For pyrene at 523K, we had only one such case and used
a second case by applying an average global scaling on all
bands. We deemed this useful to get an estimate of the
relative errors from one experiment to the other but the
absolute values might be less accurate in this case com-
pared to coronene. In hot gas phase spectra it is often
difficult to separate overlapping bands. After substrac-
tion of a continuum from the spectra, we defined intervals
to calculate band intensities. We then identified the cor-
responding bands in the theoretical spectra and summed
them for comparison. The slight differences that can be
found between the new gas-phase intensities and the ones
previously reported62 is attributed to changes in the con-
sidered intervals and to the way the continuum level is
substracted.

1. Pyrene

The quartic force field and first and second derivatives
of the electric dipole moment were obtained as described
in Sections II C and III B. We then used the Anharmoni-
CaOs code with the resulting quartic force field and sec-
ond order Taylor expansion of the electric dipole, using
the harmonic ground vibrational state as a starting state.

The results of our calculations can be compared with
those obtained by Mackie et al.64 and with the exper-
imental data as described above. The comparison is
shown in Table III for band positions and Table IV for
band intensities. We remark that the calculated spec-
trum shown in Ref. 64 is nearly identical to the one we
obtained with r = 0.1 and h = 8, shown in Fig. 2, which
is not completely converged yet. We tentatively suppose
that the smallest thresholds they tested for convergence,
necessarily limited by computational constraints (the run
including the largest polyads we tested required about
100 Gbytes of RAM) were smaller than the ones we ar-
rived at. Since the computed spectrum changes abruptly
every time the decrease of the threshold causes a sig-
nificantly larger number of states to be included in the
polyads, they probably did not reach threshold values low
enough to obtain the top spectrum we show in Fig. 2.
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Table IV also includes the results of AnharmoniCaOs
including the partial correction enforcing total band in-

tensity conservation in the perturbative calculation (see
previous section), to get an estimate of how large this
effect is.

TABLE III: List of the main band positions for pyrene. Theoretical data are from (a) this work and (b) Ref. 64. The
experimental band positions are those of the main bands in the Ne matrix spectrum recorded at 4K taken from Ref. 62.
For the CH stretch range we also report the values recorded in gas-phase at low-temperature from Ref. 61.

Gross pos. (µm) Position (cm−1)

Ne Matrix 4K Theory 0K
*Gas-phase (low T)

harm. scaled anharmonic

(a) (a) (b)

3.3

*3118.7
*3108.9 3102, 3098 ν10 + ν52 + ν57
*3096.0 3095, 3092 ν30 + ν44 + ν53, ν21 + ν34 + ν40 + ν57
*3087.8 3089, 3086 ν4 + ν45, ν30 + ν46 + ν64
*3071.9 3084, 3083 ν45 + ν62 + ν64, ν9 + ν13 + ν27

“3066”, *3064.9 3074 3076, 3073, 3071 ν23, ν26 + ν57, ν4 + ν36 + ν70 3072
*3063.3 3066, 3065 ν29 + ν45 + ν53, ν28 + ν32
*3059.5 3062 ν26 + ν34 + ν51
*3057.5 3056, 3050 ν4 + ν28, ν10 + ν28 + ν65, ν4 + ν10 + ν53
*3055.6 3045 ν35 + ν56 + ν70 3043
*3052.9 3042 ν33 + ν49 + ν53 + ν63, ν11 + ν51 + ν63 + ν65

3053,*3049.8 3057 3040 ν42 3048
*3044.0 3034 ν12 + ν31 + ν32 + ν52

3033 ν17 + ν44 + ν66, ν21 + ν26 + ν37
3032, 3031 ν12 + ν29 + ν32 + ν53, ν21 + ν26 + ν37
3030 ν52 + ν57 + 2ν70, ν5 + ν27,ν26 + ν30 + ν53
3026 ν19 + ν39 + ν45, ν35 + ν48 + ν53
3025 ν12 + ν37 + ν66
3024 ν17 + ν34 + ν62 + ν66
3023 ν13 + ν46 + ν62, ν33 + ν56 + ν63, ν5 + ν45
3022 ν21 + ν36 + ν51 + ν64
3019, 3018 ν5 + ν27, ν30 + ν58 + ν64
3014 ν5 + ν35 + ν70
3011 ν12 + ν32 + ν56
3002 ν28 + ν56
2960 ν15 + ν40 + ν57, ν45 + ν57
2940 ν35 + ν39 + ν47, ν26 + ν59, ν7 + ν30 + ν64
2927 ν4 + ν47
2908 ν21 + ν59 + ν66

5.2
1935 1937 ν14 + ν35 1945

1934 ν35 + ν66 1937
1923 1921 ν14 + ν36 1932
1918 1919 ν36 + ν66

5.3 1870, 1867, 1863 1866 ν14 + ν19 1860
1851 1858, 1848, 1842 ν10 + ν69, ν15 + ν35 ν15 + ν36

5.6 1800 1801 ν37 + ν66 1804
1796 1792 ν15 + ν19 1799

5.7
1761 1766 ν14 + ν20 1774
1749 1745 ν19 + ν67

1725 ν15 + ν37

Continued on next page
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TABLE III – continued from previous page

Gross pos. (µm) Position (cm−1)

Ne Matrix 4K Theory 0K
*Gas-phase (low T)

harm. scaled anharmonic

(a) (a) (b)

5.9 1695 1697 ν35 + ν68

6.0 1670, 1665 1669 ν36 + ν69
1648 1651, 1645 ν16 + ν35, ν20 + ν67

6.2 1617 1617, 1612, 1610 ν19 + ν68, ν38 + ν67, ν19 + ν69
1605 1606 1600, 1596 ν44, ν12 + ν34

6.5
1597 1585, 1575 ν26, ν12 + ν41 + ν68, ν16 + ν19 1588

1545 1537, 1544 ν39 + ν66, ν20 + ν68
1517 1521, 1505 ν16 + ν37, ν38 + ν68

6.8 1496 1481 1473, 1489, 1485 ν45, ν14 + ν21, ν21 + ν66 1479
1460, 1459 ν15 + ν39, ν51 + ν64

7.0 1438, 1436
1442 1442, 1438 ν36 + ν70, ν27 1444
1430 1424 ν28 1431
1427 1418,1417,1412 ν34 + ν63, ν46, ν10 + ν53

7.7 1311 1314 1311, 1320, 1317 ν47, ν13 + ν67, ν32 + ν64 1319
8.0 1244 1242 1241, 1236 ν40 + ν68, ν29 1243

8.4 1185, 1182 1181 1180 ν49, ν16 + ν40, 1188
ν39 + ν41 + ν53, ν39 + ν41 + ν53

9.1 1097, 1087 1089 1089,1081,1080 ν30, ν12 + ν34, ν53 + ν63 1081, 1095
9.4 1063 1058 ν39 + ν70

10.0 1004 993 996,993 ν31, ν52 + ν65

10.4 966 966 964,963 ν66, ν41 + ν69 969

11.8 844 845 843 ν67 861
822 815 816 ν32 822

13.4 745 742 739 ν68 750
14.0 713 713 710 ν69 741
18.5 542 539 538 ν52

20.0 499 495 493 ν34

20.5 488 487 483 ν70

29.0 350 347,342 ν53, ν22 + ν72

50 206 198 ν71

To assess the overall accuracy of our calculations, we
compare in Tables III and IV our results with the lab-
oratory data that have been described above, as well as
with the scaled harmonic calculation (see Supplementary
material for all harmonic results and scaling factors). We
also compared with the previously published anharmonic
calculations by Mackie et al.64 Since in this latter paper
only relative intensities are given, we estimated absolute
intensities for all possible bands by multiplying them by
the absolute intensity we calculated for the band the au-
thors chose for reference. This excludes C-H stretches

that the authors studied separately from the rest of the
spectrum with an unknown scaling factor. Concerning
band positions, we listed all states which carry a signifi-
cant intensity and only one position was listed when these
states are too close to be resolved. Assigning a given the-
oretical band to an experimental one can be tricky. We
did our best on the basis of band proximity. This can
be disputable especially in the case of the CH stretch re-
gion for which the calculations face some difficulties, as
discussed above and in Sect. IV. For anharmonic calcula-
tions we label bands by the leading harmonic base state in



13

Gross pos.(µm) Integration range (cm−1) Intensities (km ·mol−1)
Gas 570K Theory 0K

harm. anharm.
(a) (a) (b)

nc c
3.3 [2850-3250] 140(±10) 95 99 74
5.2 [1900-1950] 9.5 (±0.5) 9.0 9.3 18.2
5.3 [1830-1880] 3.8 (±0.1) 5.5 5.7 2.0
5.6 [1780-1830] 7.8 (±0.7) 8.8 9.1 14.1
5.7 [1715-1760] 5.8 (±0.2) 2.7 2.9
5.9 [1677-1704] – 1.9 2.0
6.0 [1655-1677] 2.5 (±0.2) 2.7 2.7
6.1 [1630-1655] – 2.8 2.9
6.2 [1560-1620] 11.4 (±1.2) 13.2 17.3 16.4 7.1
6.6 [1531-1552] – 2.6 2.7
6.8 [1467-1525] – 3.7 3.5 3.0
7.0 [1405-1430] 11.4 (±0.1) 11.2 8.8 7.8 6.1
7.7 [1300-1327] 2.4 (±0.1) 4.9 5.2 4.5 6.1
8.0 [1224-1245] 1.9 (±0.3) 2.3 2.6 2.4 2.0
8.4 [1165-1200] 10.5 (±0.1) 14.0 13.7 12.1 14.1
9.1 [1074-1100] 5.4 (±1.2) 7.0 5.4 4.7 8.1
10.0 [988-1003] 2.2 (±0.6) 1.7 1.6
11.8 [824-863] 100 (±6) 112 101 93 101
13.4 [730-750] 20.8 (±1.4) 17.5 15.2 14.0 24.2
14.0 [695-725] 46 (±1) 44.8 45.3 42.9 41.4
18.5 [526-550] 2.5 2.3 2.1
20.0 [487-501] 2.7 2.4
20.5 [474-487] 2.1 1.9 1.7
29.0 [335-354] 1.4 1.3
50 [185-212] 9.7 9.0

TABLE IV. List of the integrated intensities for pyrene. Theoretical data are (a) this work and (b) from Ref. 64. Since only
relative intensities are reported in this latter study, we have scaled the values to the theoretical anharmonic intensity of the main
CH out-of-plane bend mode. For our anharmonic results we list two columns, the “nc” one is standard GPVT2, “c” includes
our correction borrowing some third order perturbation theory terms to enforce conservation of the intensity of transitions
in resonances treated with perturbation theory. Experimental values have been derived from measurements in gas-phase at
570 K from two independent spectra taken from Refs. 62 and 63. The mean values are listed and the values in brackets provide
the scatter around these values. Since in these spectra band overlapping is unavoidable, we selected integration ranges and
integrated the corresponding theoretical bands. The listed ranges are the ones considered for the theoretical spectra and have
been slightly shifted to cover the band envelopes in gas-phase spectra.

the expansion of the upper state of the transition. The
harmonic modes are given in tables in the supplemen-
tary material. While in some cases anharmonic states
are close enough to a single, well-defined harmonic state,
in others they happen to be linear combinations of many
harmonic states with coefficients of about the same mag-
nitude, which can be as small as 10-20% for the leading
harmonic state (which is nonetheless chosen to label the
transition). Clear examples of both cases occur in the C-
H stretch region. The ν42 harmonic state remains fairly
well defined in the anharmonic calculation, with a large
fraction of its intensity therefore in a single band at a
computed position of 3040 cm−1. The corresponding an-
harmonic state is a linear combination of the harmonic
states ν42 (38%), ν45 + ν48 + ν53 (19%), ν4 + ν45 (4%),
plus many other harmonic states contributing each less
than 3%. Conversely, the ν43 and ν23 harmonic states

appear to distribute over a large number of anharmonic
states via strong resonances. For example, the anhar-
monic state corresponding to the band at 3076 cm−1,
which we labelled ν23, is a linear combination of the har-
monic states ν23 (the “leading” one with 12%), ν4 + ν27
(11%), ν24 (9%), plus a large number of other harmonic
states contributing less. The harmonic state ν43, while
contributing to many states, is not the leading one in any.

When compared to values in Ne matrices and exclud-
ing the CH stretch range, band positions appear to be
accurate on average to better than 0.8%. The worst case
is the band at 20.0µm for which the shift reaches 1.2%.
There is a very slight tendency to underestimate band
positions, with an average ratio between theoretical and
experimental positions of 0.998, which shows that sys-
tematic error is minimal. Of course Ne matrix positions
will also be affected by some matrix shift effect, even if
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it is expected to be small. Concerning integrated band
intensities, we listed the integration limits we adopted to
allow comparison with the gas phase spectra. We give
here for pyrene the results both using our higher order
correction enforcing conservation of band intensity and
without it. The difference between the two theoretical
sets of values are much smaller than the differences with
experimental values, with the uncorrected ones appear-
ing, if any, slightly better on average. For band inten-
sities, the largest differences between calculated and ex-
perimental values appear in some of the weakest bands,
the one at 5.7 µm being lower by a factor of two in cal-
culations, while the one at 7.7 µm is larger by the same
factor. The C-H stretch at 3.3µm, typically one of the
most difficult bands to compute accurately with DFT, is
lower in calculations by ∼40%, the remaining bands are
within 25%. The fractional differences have both signs
and average to about zero.

Our results are generally consistent with those pub-
lished by Mackie et al.64 for pyrene, even if a detailed
one-to-one comparison depends on the possibility of un-
ambiguously matching them based on what is given in
Table 1 of their supplementary material. For this reason,
not all theoretical band positions reported by Mackie et
al.64 are listed in last column of Table III, but only those
whose identification could be matched with a correspond-
ing band in our calculations. In particular, in the C-H
stretch region we only included the three bands with the
largest component of the three C-H stretch IR-active fun-
damentals. Differences are non-negligible nonetheless, as
could be expected from using two different implemen-
tation of Van-Vleck theory (see Sect. IV) and could also

originate from small differences in the initial quartic force
field. We remark that the best agreement with the low-
temperature gas-phase data in the CH stretch range is
found with our not completely converged calculation with
r = 0.1, extremely similar to the one shown in Ref. 64.
This hints that the accuracy we can achieve with this
kind of calculation is, in this case, limited by the ac-
curacy of the underlying DFT calculations yielding the
quartic force field. The apparent slightly better accuracy
of the r = 0.1 calculation with respect to the nominally
better one with r = 0.05 is likely due to a partial acci-
dental cancellation of errors. The complete, anharmonic
spectrum of pyrene, computed with r = 0.05 and h = 8,
is shown in the supplementary material, and available
in tabulated form from the online database by Malloci,
Joblin, and Mulas.65

2. Coronene

As for pyrene, the quartic force field and first and sec-
ond derivatives of the electric dipole moment were ob-
tained as described in Sections II C and III B. We then
used the results obtained by our AnharmoniCaOs code
with r = 0.1 and h = 6, leading to the largest polyads we
could computationally handle, to obtain positions and in-
tensities of the permitted transitions. We did not use our
correction to enforce intensity conservation, since we saw
in the case of pyrene that its effect is small compared to
the errors arising from the underlying DFT calculations.

TABLE V: List of the main band positions for coronene. Theoretical data are from this work. The experimental band
positions are those of the main bands in the Ne matrix spectrum recorded at 4K taken from Ref. 62.

Gross pos. (µm) Position (cm−1)

Ne Matrix 4K Theory 0K

harm. scaled anharmonic

3.3

3121 ν30 + 2ν61, ν30 + ν61 + ν62, ν30 + 2ν62
3120 ν2 + ν51, ν2 + ν52
3112 ν30 + ν71, ν30 + ν71

3070 3066 3071 ν45, ν46
3056 ν10 + ν51, ν10 + ν52, ν21 + ν71, ν21 + ν72
3049 ν21 + 2ν61, ν21 + ν61 + ν62, ν21 + 2ν62
3050 ν49 + ν75, ν49 + ν76, ν50 + ν75, ν50 + ν76
3038 ν10 + ν51 ν10 + ν52

“3035” 3048 3025 ν47, ν48

5.3 1926, 1913, 1898 1918, 1920 ν35 + ν91,ν35 + ν92, ν36 + ν91,ν36 + ν92
1889, 1892, 1895 ν7 + ν35, ν7 + ν36

1886 ν6 + ν14

5.6 1809, 1801, 1786 1783 ν7 + ν37, ν7 + ν38

Continued on next page
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TABLE V – continued from previous page

Gross pos. (µm) Position (cm−1)

Ne Matrix 4K Theory 0K

harm. scaled anharmonic

5.9
1721 1708 ν14 + ν37, ν14 + ν38
1697 1692 ν17 + ν91, ν17 + ν92

1681 ν37 + ν93, ν37 + ν94, ν38 + ν94, ν38 + ν94

6.2 1621 1614 1619 ν49,ν50

7.6 1317 1309 1315 ν55,ν56
1310 ν14 + ν41, ν14 + ν42

8.8 1139 1134 1143 ν59,ν60
11.7 857 857 862 ν14

13.0 772 767 767 ν63,ν64
18.2 549 548 553 ν15

26.5 376 379 ν65,ν66
81 121 126 ν16

In Table V we compare our computed results for the
band positions of coronene with laboratory data that
were described above and with the scaled harmonic cal-
culation, using the same approach as that described for
pyrene. The band positions appear to be accurate to bet-
ter than 0.7% except for the weak band at ∼5.3µm for
which the normalized shift between theory and experi-
ment is 1.1%. As for pyrene, there is a balance between
negative and positive values for this shift, since the aver-
age ratio between theoretical and Ne matrix positions is
∼0.998.

Theoretical band intensities appear somewhat less ac-
curate than the ones for pyrene. The extreme cases are
the bands at 5.3 µm and 13.0 µm, which are both lower
by a factor ∼3 in the calculations compared to the exper-
iment. The average difference is about 35%, with errors
on both the positive and negative sides, with a preva-
lence of theoretical underestimation of experimental val-
ues. However, the accuracy is rather good for the most
intense bands at 3.3 and 11.7µm. This is consistent with
what we found in the case of pyrene. The slightly worse
agreement with experimental data relative to the case of
pyrene, is likely due to the smaller basis set used to ob-
tain the quartic force field for coronene. The complete,
anharmonic spectrum of coronene is shown in the supple-
mentary material, and available in tabulated form from
the online database by Malloci, Joblin, and Mulas.65

IV. DISCUSSION AND CONCLUSIONS

We performed anharmonic calculations of the vibra-
tional spectra of neutral pyrene and coronene at 0 K us-
ing our AnharmoniCaOs code, and compared them to

the best available experimental data. The results are
overall fairly satisfactory, yielding a significant improve-
ment over the conventional double harmonic DFT cal-
culations normally used for molecules of this size. As
we already remarked at the beginning of Sect. III C, the
most meaningful comparison should be with high reso-
lution, low temperature gas phase measurements, which
are only available in the C-H stretch region for a small
set of PAHs.60,61 For the present work, we mostly relied
on Ne matrix spectra for band positions and high tem-
perature gas-phase spectra for band intensities.62,63 Our
conclusions might slightly change if/when full high reso-
lution, low temperature gas phase spectra of such species
become available.

The accuracy of our anharmonic calculations is clearly
related to several different independent limiting factors,
respectively:

1. The representation of the true adiabatic potential
energy surface as a quartic force field, and the
dipole moment as a Taylor expansion truncated to
second order, both in terms of cartesian normal co-
ordinates ;

2. The accuracy of the determination of the quar-
tic force field and quadratic dipole parameters via
quantum chemistry calculations;

3. The accuracy of the GVPT2 method itself;

4. The accuracy of our AnharmoniCaOs implementa-
tion (as a function of its parameters).

Point 1 is an acceptable approximation when oscillations
have a relatively small amplitude. Therefore, it is suit-
able for semirigid molecules at not too high vibrational
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Gross pos. (µm) Exp. Range (cm−1) Intensities (km ·mol−1)
Gas 570K Theory 0K

harm. anharm.
3.3 [2995-3110] 190 (1) 134.7 177
5.3 [1870-1906] 23 (3) 31.5
5.6 [1770-1825] 18 (4) 5.9
5.9 [1670-1720] 20 (3) 13.9
6.2 [1600-1629] 19 (2) 15.2 24.9
7.6 [1300-1330] 37 (2) 42.3 22.7
8.8 [1128-1158] 22 (4) 17.3 14.4
11.7 [845-880] 138 (s) 167.9 147
13.0 [745-785] 32 (1) 13.6 13.2
18.2 [530-565] 44 (2) 42.7 23.0
26.5 [360-395] 7.7 5.9
81 [110-140] 6.9 4.6

TABLE VI. List of the integrated intensities for coronene. Theoretical data are from this work. Experimental values have
been derived from measurements in gas-phase at 570 K from two independent spectra taken from Refs. 62 and 63. The mean
values are listed and the values in brackets provide the scatter around these values. The strongest band at 11.7µm (annotation
(s)) was saturated in one of the two experimental spectra so only a single value could be reported. Since in these spectra
band overlapping is unavoidable, we selected integration ranges and integrated the corresponding theoretical bands. The listed
ranges are the ones considered for the theoretical spectra and have been slightly shifted to cover the band envelopes in gas-phase
spectra.

energies. So, it should be appropriate for PAHs, unless
they have side groups that give rise to internal rotations,
that are poorly represented by a truncated Taylor expan-
sion in normal coordinates.66 We notice that it would be
desirable in some cases, to opt for non-cartesian coor-
dinates so that the associated quartic force field would
have a better asymptotic behaviour, and the potential
would be reasonably described even along large ampli-
tude motions.67,68 Such coordinates, however, are not di-
rectly applicable in our case: the Van Vleck approach
used here for GVPT2 requires a description of the Hamil-
tonian in terms of normal coordinates, since it exploits
their commutation properties to obtain a formally sim-
ple representation of the infinitesimal contact transfor-
mations and of the transformed Hamiltonian and dipole
moment operators.

Point 2 is basically a matter of trade-off between com-
putational cost and accuracy. Band positions can be
fairly accurate for PAHs, as shown also by our results,
even using moderate size basis sets (such as the triple
zeta ones we used) with DFT using hybrid exchange-
correlation functionals.69 This can be further improved,
approaching spectroscopic accuracy, by using more accu-
rate (and computationally way more expensive) methods
with larger basis sets, either only for the harmonic fre-
quencies or also for some of the higher derivatives of the
potential, and for the first and/or second derivatives of
the dipole moment (see Ref. 70 and references therein).
Absolute intensities are more difficult to get with the
same accuracy as for positions using DFT calculations,
but they also become fairly precise when using high (com-
putationally expensive) levels of theory.71

As to point 3, GVPT2 has been used successfully for
many years (see e.g. Ref. 29), and it has been reviewed

by Bloino et al. in Ref. 70. In general, GVPT2 should
be appropriate as long as point 1 is valid.

Finally point 4 has been assessed in our comparisons
with higher level vibrational calculations, in Sect. IIIA.
Our code has the limitation that rotational degrees of
freedom, and their interaction terms with vibrational
ones (i.e. terms due to the Coriolis and centrifugal pseudo
forces) are not included in our approximated Hamilto-
nian. This is not expected to be an important limit
for relatively large, semi-rigid, asymmetric top molecules
such as e. g. pyrene. However, it is always possible that
a small number of individual states undergo accidental
Coriolis resonances. In contrast, strong Coriolis inter-
actions are bound to occur for vibrational states which
are degenerate due to symmetry reasons, and this will
be more likely for symmetric species like coronene. How-
ever, we remark that the agreement between theoretical
and experimental data for coronene does not seem signif-
icantly worse than that of pyrene, hinting that Coriolis
coupling is not crucial.

Summing up, we find that for the cases of pyrene and
coronene presented here the main limitation appears to
be point 2, since we clearly reached a point at which
increasing the accuracy of our GPVT2 calculation did not
improve the agreement with experimental data. Indeed,
it looks like there is a “sweet spot” in the accuracy of the
GPVT2 calculations where some accidental cancellation
of errors with the underlying DFT-based quartic force
field produces the best results, even if this may not be
general.

The calculations presented here are similar to those
performed by Mackie et al. in Ref. 64. The latter authors
reported an agreement of calculated band positions with
experimental data (in rare gas matrices) of 0.4±0.6%, to
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be compared with our value of better than 0.8%. Since
both studies include different sets of laboratory data, it
is difficult to conclude which one provides the best re-
sults. Still, it can be noticed that some individual bands
positions differ by more than numerical noise, when com-
paring both theoretical studies (cf. Table III). The imple-
mentation of GVTP2 in Ref. 64 is different from ours. In
particular, a different strategy is used to define which cu-
bic and quartic terms of the potential should be included
in the treatment of resonances rather than in the per-
turbation expansion, and subsequently the construction
(and truncation) of polyads differ. In spite of these differ-
ences, the overall agreement can be seen as a validation of
both approaches. With the parameters used, the results
reported here appear slightly more accurate for the re-
gion of combination bands, whereas the results in Ref. 64
appear somewhat better in the C-H stretches region. We
remark once more that we actually did obtain very nearly
the same results as Mackie et al.64 for the C-H stretches
of pyrene with our not completely converged anharmonic
calculation, as discussed in Sect.III C 1 and recalled in the
previous paragraph, where we hinted that this can be due
to an accidental cancellation of errors. The availability
of two independent codes performing similar calculations
is of course important, as this can be used to test both.
Indeed, the close similarity of the results, at least with
some choice of the tunable parameters, validates both
codes and the correctness of their results. In addition we
remark that AnharmoniCaOs is freely distributed under
an open source license via SourceForge, guaranteeing it
will remain available and easy to find and download for
the foreseeable future.

Scaled harmonic calculations of fundamentals appear
to be not much less accurate than our anharmonic ones.
However, they depend on the use of empirically cali-
brated parameters. Moreover, harmonic calculations are
limited only to fundamental transitions and completely
neglect combination, difference and overtone bands, some
of which may be of sizeable intensity especially when
strong Fermi resonances occur, as shown also in Refs. 34,
64 and 61. Indeed, Fig. 2, and Table V in Supplemen-
tary Material, clearly show that some bands, most no-
tably (but not only) in the C-H stretch region, split from
their simplistic harmonic structure into several, some-
times a multitude of, close ones, due to resonances. Such
a complex structure was confirmed for the C-H stretch
region by the low temperature, gas-phase measurements
of Refs. 34, 64 and 61. Only anharmonic calculations can
account for this. We also note that as a by-product we
can also use this kind of anharmonic calculation to esti-
mate purely theoretical frequency scaling factors. Fig. 6
shows the empirical scaling factors for the level of the-
ory B97-1/TZ2P,56,60,61 as well as the ones we can de-
rive from our calculations on pyrene, which are consistent
with them.

The main limiting factor to this kind of anharmonic
calculations, at least for species of up to a few tens of
atoms in size, is related to the computational cost of

computing the cubic and quartic force field constants,
as well as the second derivatives of the electric dipole
moment, which must be obtained via numerical differen-
tiation since currently there is no readily available code
that can compute them analytically. However, some gen-
eral schemes have been proposed72 to obtain such higher
order derivatives in the framework of the Density Func-
tional Theory, even if their computational implementa-
tion is still a work in progress and is still private. When
such codes will become available and well-tested, anhar-
monic calculations, at least of the ground vibrational
state and of the states connected to it by permitted tran-
sitions, are likely to become commonplace. The Anhar-
moniCaOs code, besides being usable to process quartic
force fields and first and second order electric dipole mo-
ment derivatives to obtain spectra from the vibrational
ground state, can be used for vibrationally excited states
as well, and is currently being tested to obtain moder-
ately high temperature spectra of the same PAHs studied
here.

SUPPLEMENTARY MATERIAL

See supplementary material for:

• A description of the different ethylene oxide force
fields that have been used for benchmarking pur-
poses.

• A table with the comparison of the VMFCI refer-
ence calculation with HI-RRBPM calculation D of
Ref. 21 for the force field adimensionned with DFT
quadratic force constants;

• A table with the comparison of the VMFCI ref-
erence calculation with a previous VMFCI cal-
culation using a different contraction-truncation
scheme for the force field adimensionned with
coupled-cluster quadratic force constants;

• A table with the list of harmonic vibrational normal
modes of pyrene;

• A table with the list of harmonic vibrational normal
modes of coronene;

• A table listing the (significantly IR-active) anhar-
monic states of pyrene as a function of r values, for
fixed h = 8;

• Figures of the complete anharmonic spectra of
pyrene and coronene.
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• Figures 1–27: Anharmonic spectra of pyrene and coronene

I. VMFCI CALCULATIONS

A. Different ethylene oxide force fields

The ethylene oxide quartic force field of Bégué et al.2
has now become a classical benchmark for methods solv-
ing the anharmonic vibrational Schrödinger equation.
However, there are three different versions of this force
field:

1. The version provided as supplementary material of
Ref. 2, which was actually only employed for the
largest P-VMWCI calculation. It lacks one cu-
bic and seven quartic force constants that were re-
moved from the original DFT quartic force field.
This was necessary to alleviate the computational
effort required to perform the γ = 3 P-VMWCI
calculation of Ref. 2.

2. The version used in the main text of present work
and in the VMFCI calculations of Refs. 1 and
2. It is the combination of the CCSD(T)/cc-
pVTZ quadratic constants and the full set of
B3LYP/6-31+G(d,p) cubic and quartic force con-
stants in mass-weighted, Cartesian, normal coordi-
nates. In terms of adimensional coordinates, the

a)Electronic mail: gmulas@oa-cagliari.inaf.it

force field obtained amounts to cubic and quar-
tic force constants rescaled by using CCSD(T)/cc-
pVTZ quadratic constants. It is this force field that
has been used for benchmarking AnharmoniCaOs.

3. The version used in recent investigations.1,3,4 It dif-
fers from the previous one by the fact that the cu-
bic and quartic force constants were adimensioned
by using the B3LYP/6-31+G(d,p) quadratic con-
stants. This results in a noticeably different force
field: for instance, the zero point energy with this
force field differs by 2 cm−1from that obtained with
the previous force field, (compare the two tables be-
low).

B. Comparison of the new VMFCI reference calculation with
HI-RRBPM results

Two fairly large numerical calculations of the 200 low-
est eigenvalues of the vibrational Hamiltonian associated
to force field 3 have appeared recently. One is based
on the Adaptative Vibrational Configuration Interaction
(A-VCI) algorithm,4 and the other on the Hierarchical
Intertwined Reduced-Rank Block Power Method (HI-
RRBPM).1 We postpone a discussion of the remarkable
A-VCI results to a forthcoming publication. Here, we
just validate a new Vibrational Mean Field Configura-
tion Interaction (VMFCI) contraction-truncation scheme
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2

against the latest HI-RRBPM calculation (calculation
“D” of Ref. 1).

The new contraction-truncation scheme is the follow-
ing:
- The calculation starts with the same modal basis set
of 100 harmonic function on each of the 15 modes, then
a VSCF calculation is converged to machine precision in
seven VMFCI iterations. The common zero point energy
(ZPE) of the 15 modes is then 12539.269841 cm−1.
- Then, we make 6 contractions: the four C−H stretching
modes ν1 − ν6 − ν9 − ν13, the two H−C−H scissoring
modes ν2−ν10, the three ring breathing and deformation
modes ν3 − ν5 − ν12, the two wagging modes ν4 − ν11,
the two twisting modes ν7 − ν14, the two rocking modes
ν8 − ν15, with truncation thresholds on the sum of the
energies of 34072 cm−1 for the stretchings, 17000 cm−1

for the ring deformations and 30000 cm−1 for the four
other contractions. This partition is iterated once and
the 6 ZPE’s decrease down to 12501.358 ± 0.001 cm−1.
All this is abbreviated by VSCFCI({ν1, ν6, ν9, ν13},
34072; {ν2, ν10}, 30000; {ν3, ν5, ν12}, 17000; {ν4, ν11},
30000; {ν7, ν14} , 30000; {ν8, ν15}, 30000).
- Next, we make a coarser partition of only two contrac-
tions and play on both individual energy and sum of
energy thresholds in a single VMFCI step:
VMFCI({{ν1, ν6, ν9, ν13}17523, {ν2, ν10}12272, {ν8, ν15}12077},
17914;
{{ν3, ν5, ν12}11459, {ν4, ν11}11156, {ν7, ν14}9633}, 15280 ),
(the subscripts are the thresholds in cm−1 on the individ-
ual energies of the component of the new contractions).
- Finally, the two previous contraction are contracted in a
VCI step with a truncation threshold of 6367.5 cm−1 on
the second component and a threshold of 11956.6 cm−1

on the sum of the component energies. The size of
this VCI is 430769 basis functions, it splits into 4
C2V -symmetry blocks of dimensions 108147 for A1,
107421 for A2, 107740 for B1, 107461 for B2.

The whole calculation is denoted VMFCI(11956.6) in
the table below and the wave numbers are compared to
those of calculation D of Ref. 1.

TABLE I: Lowest 200 vibrational energy levels (in cm−1) of
ethylene oxide for force field 3

irreps. VMFCI(11956.6) Ref. 1 Assignment1

A1 12461.57 12461.65 ZPE
B2 792.80 793.10 ν15
B1 821.98 822.00 ν12
A1 878.32 878.33 ν5
A2 1017.31 1017.49 ν8
A1 1121.64 1121.94 ν4
B1 1124.07 1124.37 ν11
B2 1146.00 1146.19 ν14
A2 1148.22 1148.40 ν7
A1 1270.95 1270.94 ν3

continued on next page

irreps. VMFCI(11956.6) Ref. 1 Assignment1

B1 1467.59 1467.72 ν10
A1 1495.49 1495.74 ν2
A1 1588.03 1589.09 2ν15
A2 1611.50 1611.63 ν15 + ν12
A1 1641.39 1641.21 2ν12
B2 1670.69 1670.78 ν15 + ν5
B1 1695.36 1695.13 ν5 + ν12
A1 1755.07 1754.81 2ν5
B1 1806.39 1806.81 ν15 + ν8
B2 1832.96 1832.89 ν12 + ν8
A2 1889.73 1889.81 ν5 + ν8
A2 1908.54 1908.90 ν15 + ν11
B2 1910.58 1910.80 ν15 + ν4
B1 1928.71 1929.15 ν15 + ν7
A1 1938.65 1938.92 ν15 + ν14
B1 1940.37 1940.58 ν12 + ν4
A1 1944.67 1944.71 ν12 + ν11
A2 1962.19 1962.04 ν12 + ν14
B2 1970.84 1970.60 ν12 + ν7
A1 1998.09 1997.73 ν5 + ν4
B1 1999.74 1999.39 ν5 + ν11
B2 2021.35 2021.12 ν5 + ν14
A2 2024.24 2024.00 ν5 + ν7
A1 2032.16 2032.78 2ν8
B2 2060.62 2060.74 ν15 + ν3
B1 2086.60 2086.38 ν12 + ν3
A2 2128.92 2128.77 ν8 + ν4
B2 2135.29 2135.21 ν8 + ν11
A1 2140.80 2140.60 ν5 + ν3
B1 2152.76 2152.89 ν8 + ν14
A1 2165.51 2165.40 ν8 + ν7
A1 2236.23 2236.66 2ν4
B1 2242.75 2243.99 ν4 + ν11
A2 2246.58 2247.45 ν15 + ν10
A1 2249.90 2250.81 2ν11
B2 2264.70 2266.13 ν7 + ν11
A2 2267.87 2268.95 ν14 + ν11
B2 2268.07 2268.67 ν14 + ν4
A2 2275.16 2275.77 ν7 + ν4
B2 2282.99 2284.58 ν15 + ν2
A1 2288.29 2288.50 ν12 + ν10
A2 2289.88 2290.67 ν3 + ν8
A1 2290.79 2291.41 2ν14
B1 2293.56 2294.02 ν7 + ν14
A1 2296.10 2296.40 2ν7
B1 2310.81 2311.26 ν12 + ν2
B1 2345.42 2345.49 ν5 + ν10
A1 2370.35 2370.74 ν5 + ν2
B2 2381.33 2388.00 3ν15
A1 2389.76 2389.51 ν3 + ν4
B1 2391.37 2391.01 ν3 + ν11
B1 2402.50 2405.27 2ν15 + ν12
B2 2415.20 2415.12 ν3 + ν14
A2 2415.99 2415.73 ν3 + ν7
B2 2428.33 2429.22 ν15 + 2ν12
B1 2458.05 2458.83 3ν12
A1 2465.15 2468.36 2ν15 + ν5

continued on next page



3

irreps. VMFCI(11956.6) Ref. 1 Assignment1

B2 2481.23 2482.05 ν10 + ν8
A2 2484.11 2484.74 ν15 + ν5 + ν12
A2 2506.69 2507.98 ν2 + ν8
A1 2510.12 2513.46 ν5 + 2ν12
A1 2537.36 2537.41 2ν3
B2 2546.70 2547.55 ν15 + 2ν5
B1 2567.16 2567.33 2ν5 + ν12
B1 2583.86 2584.32 ν10 + ν4
A1 2587.72 2588.24 ν10 + ν11
A2 2595.27 2597.09 2ν15 + ν8
A2 2599.54 2600.34 ν10 + ν14
B2 2601.60 2602.28 ν10 + ν7
A1 2612.35 2613.87 ν2 + ν4
B1 2616.37 2617.02 ν2 + ν11
A1 2616.89 2618.09 ν15 + ν12 + ν8
A1 2629.75 2630.88 3ν5
A2 2640.84 2641.75 ν2 + ν7
B2 2641.13 2641.91 ν2 + ν14
A2 2646.04 2646.24 2ν12 + ν8
B1 2676.07 2677.43 ν15 + ν5 + ν8
B1 2693.79 2696.02 2ν15 + ν11
A1 2699.42 2701.69 2ν15 + ν4
B2 2700.39 2701.38 ν5 + ν12 + ν8
A2 2711.51 2713.94 2ν15 + ν7
B2 2721.54 2723.68 ν15 + ν12 + ν11
A2 2728.32 2730.67 ν15 + ν12 + ν4
B2 2734.81 2736.72 2ν15 + ν14
B1 2736.84 2737.37 ν10 + ν3
A1 2743.92 2744.96 ν15 + ν12 + ν7
B1 2751.45 2752.71 ν15 + ν12 + ν14
A1 2757.10 2758.29 2ν12 + ν4
A2 2760.48 2761.35 2ν5 + ν8
B1 2760.82 2761.37 2ν12 + ν11
A1 2762.81 2763.88 ν2 + ν3
B2 2775.18 2775.59 2ν12 + ν14
A2 2784.06 2787.72 ν15 + ν5 + ν11
B2 2785.74 2788.41 ν15 + ν5 + ν4
A2 2789.89 2790.40 2ν12 + ν7
B1 2803.09 2809.98 ν15 + ν5 + ν7
A1 2811.45 2813.50 ν5 + ν12 + ν11
A1 2812.63 2817.12 ν15 + ν5 + ν14
B2 2815.48 2817.46 ν15 + 2ν8
B1 2816.02 2817.70 ν5 + ν12 + ν4
A2 2832.39 2834.71 ν5 + ν12 + ν14
B1 2840.51 2842.50 ν12 + 2ν8
B2 2841.30 2842.15 ν5 + ν12 + ν7
A1 2851.94 2853.47 2ν15 + ν3
A1 2872.12 2873.05 2ν5 + ν4
A2 2872.23 2874.54 ν15 + ν12 + ν3
B1 2872.96 2873.88 2ν5 + ν11
B2 2894.46 2895.89 2ν5 + ν14
A2 2897.94 2898.62 2ν5 + ν7
A1 2898.22 2901.60 ν5 + 2ν8
A1 2900.68 2902.18 2ν12 + ν3
B1 2907.72 2911.04 ν9
A1 2913.03 2917.53 ν15 + ν8 + ν11

a

B1 2915.00 2917.90 ν15 + ν8 + ν4

continued on next page

irreps. VMFCI(11956.6) Ref. 1 Assignment1

A1 2918.79 2923.02 ν1
B2 2929.63 2932.84 ν15 + ν5 + ν3
B2 2934.76 2937.33 ν12 + ν8 + ν4
A2 2940.11 2942.52 ν15 + ν8 + ν14
B2 2946.04 2949.06 ν15 + ν8 + ν7
A2 2949.03 2951.56 ν12 + ν8 + ν11
B1 2952.56 2954.44 ν5 + ν12 + ν3
A1 2953.40 2958.32 2ν10
A1 2965.35 2967.45 ν12 + ν8 + ν14
B1 2980.82 2981.94 ν12 + ν8 + ν7
B1 2990.72 2995.63 ν2 + ν10
A1 2995.54 3002.34 2ν2
A2 2999.17 3000.44 ν5 + ν8 + ν4
B2 3003.31 3006.30 ν5 + ν8 + ν11
A1 3009.07 3009.47 2ν5 + ν3
B2 3013.56 3020.05 ν15 + 2ν11

c1

A2 3021.24 3025.44 ν15 + ν4 + ν11
B1 3023.14 3024.79 ν5 + ν8 + ν14
A2 3026.36 3027.95 ν6
B2 3030.94 3033.86 ν15 + 2ν4

c1

B1 3034.01 3038.36 2ν15 + ν10
A1 3034.03 3035.70 ν5 + ν8 + ν7
B2 3038.39 3040.21 ν13
A2 3041.93 3048.87 3ν8
A1 3042.71 3048.70 ν15 + ν7 + ν11
B1 3043.77 3048.42 ν12 + 2ν11

b

B1 3050.73 3057.21 ν15 + ν14 + ν11
A1 3053.21 3060.39 ν12 + ν4 + ν11
A1 3056.21 3061.69 ν15 + ν14 + ν4
B1 3060.53 3066.08 ν15 + ν7 + ν4
B2 3063.15 3066.94 ν15 + ν12 + ν10
A1 3063.78 3071.18 2ν15 + ν2
B1 3065.83 3069.95 ν12 + 2ν4

b

A2 3069.09 3074.73 ν12 + ν14 + ν4
d

B2 3069.29 3072.99 ν15 + 2ν14
c2

B1 3074.08 3079.51 ν15 + ν3 + ν8
A2 3079.24 3085.65 ν15 + ν12 + ν2
B2 3080.70 3084.54 ν12 + ν14 + ν11
A2 3083.97 3088.11 ν15 + ν7 + ν14
B2 3085.07 3088.58 ν15 + 2ν7

c2

B2 3092.78 3098.61 ν12 + ν7 + ν4
A2 3099.06 3102.95 ν12 + ν7 + ν11
B2 3100.52 3103.16 ν12 + ν3 + ν8
B1 3100.73 3104.30 ν12 + 2ν14
B1 3106.74 3109.15 2ν12 + ν10
A1 3109.44 3115.58 ν12 + ν7 + ν14

e

A1 3109.53 3125.67 ν5 + 2ν4
e

B1 3114.87 3119.83 ν5 + ν4 + ν11
B1 3118.20 3121.56 ν12 + 2ν7
A1 3121.77 3112.80 ν5 + 2ν11

e

A2 3122.74 3125.96 ν15 + ν5 + ν10
A1 3125.17 3127.61 2ν12 + ν2
A1 3131.40 3134.62 2ν8 + ν4
A2 3137.83 3143.98 ν5 + ν14 + ν11
B2 3138.43 3141.97 ν5 + ν7 + ν11
B2 3140.71 3142.77 ν5 + ν14 + ν4
B1 3141.72 3146.30 2ν8 + ν11

continued on next page
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irreps. VMFCI(11956.6) Ref. 1 Assignment1

A2 3148.76 3154.15 ν5 + ν7 + ν4
A2 3155.47 3160.67 ν5 + ν3 + ν8
B2 3156.27 3162.47 ν15 + ν5 + ν2
B2 3156.67 3163.50 2ν8 + ν14
A1 3160.98 3163.70 ν5 + ν12 + ν10
A1 3162.51 3164.77 ν5 + 2ν14
B1 3165.89 3169.44 ν5 + ν7 + ν14
A1 3168.96 3171.54 ν5 + 2ν7
A1 3170.54 ??? 4ν15
A2 3171.59 3175.51 ν15 + ν3 + ν11
B2 3175.16 3179.51 ν15 + ν3 + ν4
A2 3178.65 3182.09 2ν8 + ν7
B1 3181.45 3189.11 ν5 + ν12 + ν2
A2 3190.24 ??? 3ν15 + ν12
B1 3192.71 3198.95 ν15 + ν3 + ν7
A1 3201.63 3205.73 ν12 + ν3 + ν11
B1 3201.86 3206.84 ν12 + ν3 + ν4
A1 3206.74 3209.19 ν15 + ν3 + ν14
A1 3216.11 ??? 2ν5 + 2ν12
B1 3221.25 3225.03 2ν5 + ν10
A2 3224.44 3227.09 ν12 + ν3 + ν14
B2 3231.59 3235.46 ν12 + ν3 + ν7

Table I. Inverted or permuted wave numbers are
italicized, the HI-RRBPM numbers which deviate by
more than 5 cm−1 are in bold. Some wave numbers
are missing in the HI-RRBPM list and are marked by
the symbol ???. This is probably because they would
appear higher in the spectrum. They are overtones
or combinations bands of low frequency modes which
does not seem to be well described in the HI-RRBPM
calculation arguably due to too low basis truncation
criteria. As a matter of fact, most of the bold number
correspond to bands involving ν5, ν12 or ν15. Some
footnotes in this tables are related to those in Tab. 2 of
Ref. 1.

a main weight on ν1 in VMFCI calculation, as for the
eigenstate corresponding to 2918.79 cm−1.
b both assignments to ν12 + 2ν11 in the new calculation.
c1,c2 inversion confirmed in the new calculation.
d still assigned to ν15 + ν7 + ν14 in the new calculation.
e permutation of 3 levels in the new calculation instead
of just 2.

C. Comparison of the new VMFCI reference calculation with
a previous VMFCI calculation using a different
contraction-truncation scheme

Here, we display the 200 lowest eigenvalues of the new
VMFCI calculation used as a reference for the Anhar-
moniCaOs calculations in the main text. It is compared

to a previous VMFCI calculation, referred to as VM-
FCI(11300), which uses force field 2 but was compared
to force field 3 HI-RRBPM calculations in Ref 1.

The contraction-truncation schemes of the two calcula-
tions are different. The contraction-truncation scheme of
the new VMFCI(11956.6) calculation is the same as that
of the previous section except that the 2-contraction step
VMFCI({{ν1, ν6, ν9, ν13}17523, {ν2, ν10}12272, {ν8, ν15}12077},
17914;
{{ν3, ν5, ν12}11459, {ν4, ν11}11156, {ν7, ν14}9633}, 15280 ),
is iterated once, leading to a common ZPE for the two
contractions of 12492.353 ± 0.001 cm−1. This ZPE is
to be compared with that of the 6-contraction VSCFCI
step of 12502.883 ± 0.001 cm−1and with the converged
VSCF ZPE of 12540.280269 cm−1.
The size of the final VCI is 429499 splitted into 4
C2V -symmetry blocks of dimensions 107852 for A1,
107096 for A2, 107415 for B1, 107136 for B2.

The contraction-truncation scheme of the old VM-
FCI(11300) calculation is essentially the same as that of
Ref. 2, with a larger final threshold: 11300 cm−1 instead
of 10721 cm−1. It can be abbreviated as:
VSCF/VSCFCI({ν1, ν6, ν9, ν13}, 34072; {ν3, ν5, ν12},
17000)/VSCFCI({{ν1, ν6, ν9, ν13}, ν10, ν15},
19464)/VCI(11300)
The size of the final VCI is larger than for the new
one with 456201 basis functions splitted into 4 C2V -
symmetry blocks of dimensions 114852 for A1, 113489
for A2, 114278 for B1, 113582 for B2. However, the
results are clearly less accurate (see Table S2 below).

TABLE II: Lowest 200 vibrational energy levels (in cm−1) of
ethylene oxide for force field 2

irreps. VMFCI(11956.6) VMFCI(11300)1

A1 12463.57 12463.65
B2 793.03 793.37
B1 822.48 822.75
A1 878.76 879.04
A2 1017.97 1018.96
A1 1122.14 1122.96
B1 1124.37 1125.18
B2 1146.45 1147.09
A2 1148.42 1149.02
A1 1271.11 1271.50
B1 1467.98 1468.34
A1 1496.00 1496.65
A1 1588.62 1589.38
A2 1612.27 1612.92
A1 1642.48 1642.86
B2 1671.38 1671.94
B1 1696.43 1696.71
A1 1755.98 1756.21
B1 1807.45 1808.96
B2 1834.31 1835.47
A2 1890.96 1891.96

continued on next page
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irreps. VMFCI(11956.6) VMFCI(11300)1

A2 1909.35 1910.19
B2 1911.54 1912.38
B1 1929.48 1930.21
A1 1939.41 1940.01
B1 1941.36 1941.82
A1 1945.44 1945.80
A2 1963.29 1963.62
B2 1971.50 1971.83
A1 1999.08 1999.34
B1 2000.51 2000.76
B2 2022.30 2022.57
A2 2024.90 2025.19
A1 2033.60 2036.08
B2 2061.03 2061.51
B1 2087.26 2087.49
A2 2130.39 2132.05
B2 2136.49 2138.11
A1 2141.59 2141.80
B1 2154.23 2155.72
A1 2166.39 2167.73
A1 2237.29 2237.65
B1 2243.54 2243.80
A2 2247.41 2247.97
A1 2250.51 2250.86
B2 2265.43 2266.28
A2 2268.70 2269.27
B2 2269.00 2269.43
A2 2275.80 2276.17
B2 2283.65 2284.40
A1 2289.19 2289.57
A2 2290.60 2291.52
A1 2291.68 2292.21
B1 2294.23 2294.73
A1 2296.53 2297.09
B1 2311.89 2312.71
B1 2346.25 2346.58
A1 2371.38 2372.12
B2 2382.39 2382.86
A1 2390.42 2390.76
B1 2391.82 2392.13
B1 2403.66 2404.62
B2 2415.82 2416.22
A2 2416.33 2416.72
B2 2429.68 2430.50
B1 2459.82 2460.42
A1 2466.23 2467.01
B2 2482.36 2483.52
A2 2485.46 2486.14
A2 2508.00 2510.34
A1 2511.90 2512.47
A1 2537.63 2538.02
B2 2547.89 2548.58
B1 2568.81 2569.28
B1 2584.82 2585.75
A1 2588.50 2589.46
A2 2596.91 2599.54
A2 2600.64 2601.69

continued on next page

irreps. VMFCI(11956.6) VMFCI(11300)1

B2 2602.50 2603.53
A1 2613.54 2615.39
B1 2617.19 2618.85
A1 2618.61 2621.28
A1 2631.18 2631.55
A2 2641.56 2643.15
B2 2642.02 2643.48
A2 2648.15 2650.27
B1 2677.78 2680.29
B1 2695.22 2697.64
A1 2700.93 2703.48
B2 2702.44 2704.29
A2 2712.80 2715.21
B2 2722.99 2725.03
A2 2729.73 2731.66
B2 2735.91 2737.56
B1 2737.38 2737.96
A1 2745.45 2747.23
B1 2752.86 2754.35
A1 2758.55 2760.02
B1 2762.24 2763.28
A2 2762.32 2763.83
A1 2763.49 2764.81
B2 2777.03 2778.08
A2 2785.37 2786.85
B2 2787.21 2788.85
A2 2791.15 2792.07
B1 2804.45 2805.89
A1 2812.84 2813.86
B1 2814.12 2815.20
A1 2817.31 2818.25
B2 2817.53 2822.93
A2 2834.11 2834.86
B2 2842.57 2843.35
B1 2842.87 2847.79
A1 2852.76 2854.33
A2 2873.20 2874.44
A1 2873.63 2874.30
B1 2874.26 2874.81
B2 2895.96 2896.62
A2 2899.13 2899.84
A1 2900.38 2905.43
A1 2901.94 2902.67
B1 2909.55 2910.86
A1 2914.73 2916.69
B1 2916.95 2922.14
A1 2920.29 2924.52
B2 2930.71 2931.82
B2 2936.85 2941.73
A2 2942.08 2946.78
B2 2947.75 2951.93
A2 2950.91 2954.90
B1 2953.94 2954.55
A1 2955.01 2956.38
A1 2967.42 2971.25
B1 2982.39 2985.81
B1 2992.22 2993.97

continued on next page



6

irreps. VMFCI(11956.6) VMFCI(11300)1

A1 2997.03 3000.08
A2 3001.27 3005.26
B2 3005.13 3009.46
A1 3010.51 3011.16
B2 3015.27 3020.67
A2 3022.83 3027.65
B1 3025.19 3028.81
A2 3028.63 3029.75
B2 3032.42 3035.82
B1 3035.32 3038.05
A1 3035.53 3039.04
B2 3040.60 3041.99
A1 3043.97 3047.88
A2 3044.37 3055.15
B1 3045.56 3049.21
B1 3052.13 3055.92
A1 3054.74 3057.68
A1 3057.67 3061.06
B1 3061.83 3064.98
B2 3064.57 3066.76
A1 3065.11 3068.03
B1 3066.99 3069.49
B2 3070.40 3073.86
A2 3070.63 3073.86
B1 3075.31 3078.94
A2 3080.74 3084.02
B2 3082.16 3084.92
A2 3085.30 3087.97
B2 3086.36 3089.06
B2 3093.99 3096.23
A2 3100.17 3102.56
B2 3101.89 3104.44
B1 3102.46 3105.97
B1 3108.24 3109.55
A1 3110.78 3112.92b

A1 3111.10 3116.35
B1 3116.21 3118.38
B1 3119.06 3122.34
A1 3122.94 3127.59
A2 3124.07 3126.44
A1 3126.88 3129.22
A1 3134.00 3146.79
A2 3139.32 3143.09
B2 3139.67 3143.48
B2 3142.20 3146.04
B1 3143.98 3156.68
A2 3149.94 3153.20
A2 3156.84 3159.94
B2 3157.70 3160.91
B2 3159.06 3170.99
A1 3162.45 3163.64
A1 3164.00 3168.19
B1 3167.12 3170.35
A1 3169.90 3173.84
A1 3172.17 3174.28
A2 3172.61 3175.82
B2 3176.29 3179.58

continued on next page

irreps. VMFCI(11956.6) VMFCI(11300)1

A2 3180.39 3190.21
B1 3183.15 3186.27
A2 3191.97 3195.37
B1 3193.72 3197.44
A1 3202.65 3206.44
B1 3202.99 3206.78
A1 3207.67 3210.84
A1 3217.88 ??? a

B1 3222.57 3223.58
A2 3225.77 3229.36
B2 3232.42 3235.64

Table II. Inverted or permuted wave numbers are
italicized, the VMFCI(11300) numbers which deviate
by more than 5 cm−1 are in bold. Some wave numbers
are missing in the VMFCI(11300) list and are marked
by the symbol ???. This is because they appear higher
in the spectrum. As a matter of fact, the quality
of the VMFCI(11300) calculation deteriorate beyond
3110 cm−1 where many bold and italicized numbers
appear. Some footnotes in this tables are related to
those in Tab.2 of Ref. 1.

a assigned to 2ν5 + 2ν12 in the new calculation, missing
in the old one.
b this wave number is assigned to ν12 + ν8 + ν15 in the
new calculation and to ν12 + ν7 + ν14 in the old one.

II. HARMONIC VIBRATIONAL ANALYSES

The cubic and quartic force field constants, as well as
the first and second electric dipole moment derivatives
that our AnharmoniCaOs code uses were obtained via
DFT calculations with the B97-1 exchange-correlation
functional with the TZ2P and 6-31G* Gaussian basis
sets, as described in the text. Since we used numeri-
cal differentiation along normal coordinates, we give here
the results of the harmonic vibrational analyses for both
Pyrene (Table III) and Coronene (Table IV).
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TABLE III: List of harmonic vibrational normal modes of
Pyrene. For each mode numbered according to spectro-
scopic conventions, we list the irreducible representation label
("sym." column), the wave number in cm−1, and the intensity
of the corresponding fundamental IR transition in km ·mol−1.

B97-1/6-31g∗ B97-1/TZ2P
mode sym. freq. int. freq. int.

ν1 Ag 3202.4 0.0 3182.2 0.0
ν2 Ag 3192.4 0.0 3172.8 0.0
ν3 Ag 3175.9 0.0 3157.5 0.0
ν4 Ag 1678.5 0.0 1661.0 0.0
ν5 Ag 1604.9 0.0 1587.8 0.0
ν6 Ag 1435.6 0.0 1420.8 0.0
ν7 Ag 1356.2 0.0 1347.3 0.0
ν8 Ag 1270.5 0.0 1256.9 0.0
ν9 Ag 1172.1 0.0 1164.9 0.0
ν10 Ag 1094.5 0.0 1085.6 0.0
ν11 Ag 809.8 0.0 811.3 0.0
ν12 Ag 594.6 0.0 593.2 0.0
ν13 Ag 409.6 0.0 409.6 0.0
ν14 Au 969.0 0.0 985.1 0.0
ν15 Au 896.2 0.0 908.2 0.0
ν16 Au 685.5 0.0 689.7 0.0
ν17 Au 400.9 0.0 399.9 0.0
ν18 Au 153.1 0.0 149.9 0.0
ν19 B1g 911.8 0.0 920.6 0.0
ν20 B1g 816.5 0.0 815.4 0.0
ν21 B1g 538.5 0.0 533.9 0.0
ν22 B1g 250.3 0.0 246.9 0.0
ν23 B1u 3202.0 71.116 3182.0 38.0
ν24 B1u 3176.1 0.368 3157.8 0.0018
ν25 B1u 3172.9 2.711 3154.4 1.2
ν26 B1u 1643.2 12.622 1626.5 13.2
ν27 B1u 1490.5 0.320 1478.9 1.0
ν28 B1u 1466.4 11.194 1456.5 8.0
ν29 B1u 1271.2 2.776 1264.3 2.3
ν30 B1u 1117.8 5.675 1109.2 7.0
ν31 B1u 1008.1 0.830 1011.5 1.8
ν32 B1u 830.2 3.477 830.3 4.6
ν33 B1u 700.6 0.151 700.8 0.029
ν34 B1u 502.6 2.417 503.7 3.0
ν35 B2g 980.0 0.0 990.7 0.0
ν36 B2g 960.8 0.0 977.0 0.0
ν37 B2g 837.2 0.0 859.2 0.0
ν38 B2g 784.5 0.0 783.6 0.0
ν39 B2g 583.0 0.0 586.5 0.0
ν40 B2g 513.0 0.0 511.7 0.0
ν41 B2g 264.2 0.0 259.7 0.0
ν42 B2u 3192.1 69.930 3172.7 42.8
ν43 B2u 3183.0 22.516 3165.0 12.7
ν44 B2u 1653.6 4.393 1635.8 2.3
ν45 B2u 1525.0 2.782 1508.5 3.2
ν46 B2u 1466.2 2.046 1453.4 3.2
ν47 B2u 1356.3 5.519 1338.3 4.9
ν48 B2u 1236.1 0.026 1226.2 0.020
ν49 B2u 1210.9 13.525 1202.2 14.0
ν50 B2u 1174.7 0.418 1160.4 0.28

Continued on next page

TABLE III – continued from previous page

B97-1/6-31g∗ B97-1/TZ2P
mode sym. freq. int. freq. int.

ν51 B2u 979.3 0.106 975.4 0.0025
ν52 B2u 549.2 2.649 549.2 2.6
ν53 B2u 355.8 1.327 356.5 1.7
ν54 B3g 3183.4 0.0 3165.5 0.0
ν55 B3g 3173.1 0.0 3154.6 0.0
ν56 B3g 1632.6 0.0 1618.3 0.0
ν57 B3g 1543.3 0.0 1528.9 0.0
ν58 B3g 1443.4 0.0 1433.0 0.0
ν59 B3g 1411.9 0.0 1393.9 0.0
ν60 B3g 1264.6 0.0 1260.7 0.0
ν61 B3g 1203.0 0.0 1194.9 0.0
ν62 B3g 1125.4 0.0 1122.9 0.0
ν63 B3g 744.4 0.0 745.2 0.0
ν64 B3g 503.5 0.0 504.3 0.0
ν65 B3g 459.2 0.0 459.7 0.0
ν66 B3u 968.6 1.753 983.8 1.4
ν67 B3u 859.3 109.082 860.0 111.9
ν68 B3u 759.5 11.473 755.1 17.5
ν69 B3u 722.5 25.863 725.6 44.8
ν70 B3u 497.2 1.318 496.3 2.1
ν71 B3u 216.2 6.968 210.2 10.6
ν72 B3u 100.2 0.409 97.3 0.64

TABLE IV: List of harmonic vibrational normal modes of
coronene. For each mode numbered according to spectro-
scopic conventions, we list the irreducible representation label
("sym." column), the wave number in cm−1, and the intensity
of the corresponding fundamental IR transition in km ·mol−1

B97-1/6-31g∗ B97-1/TZ2P
mode sym. freq. int. freq. int.

ν1 A1g 3194.3 0.0 3174.4 0.0
ν2 A1g 1646.4 0.0 1629.3 0.0
ν3 A1g 1385.1 0.0 1366.1 0.0
ν4 A1g 1250.5 0.0 1240.7 0.0
ν5 A1g 1048.4 0.0 1043.5 0.0
ν6 A1g 483.9 0.0 483.0 0.0
ν7 A1u 946.8 0.0 964.2 0.0
ν8 A1u 526.4 0.0 530.4 0.0
ν9 A2g 3172.8 0.0 3154.1 0.0
ν10 A2g 1580.0 0.0 1565.2 0.0
ν11 A2g 1257.7 0.0 1254.9 0.0
ν12 A2g 931.2 0.0 941.2 0.0
ν13 A2g 637.5 0.0 640.1 0.0
ν14 A2u 873.5 158.034 873.2 167.908
ν15 A2u 562.7 24.821 558.4 42.749
ν16 A2u 128.0 4.784 123.4 6.911
ν17 B1g 775.6 0.0 773.6 0.0
ν18 B1g 166.1 0.0 162.9 0.0
ν19 B1u 3175.4 0.0 3156.7 0.0

Continued on next page



8

TABLE IV – continued from previous page

B97-1/6-31g∗ B97-1/TZ2P
mode sym. freq. int. freq. int.

ν20 B1u 1585.9 0.0 1577.7 0.0
ν21 B1u 1453.2 0.0 1443.1 0.0
ν22 B1u 1175.1 0.0 1181.5 0.0
ν23 B1u 678.2 0.0 677.2 0.0
ν24 B1u 560.0 0.0 563.3 0.0
ν25 B2g 972.3 0.0 985.4 0.0
ν26 B2g 789.7 0.0 869.0 0.0
ν27 B2g 635.7 0.0 656.5 0.0
ν28 B2g 227.8 0.0 224.1 0.0
ν29 B2u 3190.7 0.0 3171.4 0.0
ν30 B2u 1527.8 0.0 1511.2 0.0
ν31 B2u 1381.8 0.0 1367.2 0.0
ν32 B2u 1218.5 0.0 1205.0 0.0
ν33 B2u 1168.5 0.0 1153.5 0.0
ν34 B2u 476.9 0.0 477.0 0.0
ν35 E1g 954.2 0.0 971.3 0.0
ν36 E1g 954.2 0.0 971.3 0.0
ν37 E1g 852.9 0.0 854.8 0.0
ν38 E1g 852.9 0.0 854.8 0.0
ν39 E1g 668.5 0.0 672.8 0.0
ν40 E1g 668.5 0.0 672.8 0.0
ν41 E1g 454.3 0.0 454.3 0.0
ν42 E1g 454.3 0.0 454.3 0.0
ν43 E1g 300.1 0.0 292.8 0.0
ν44 E1g 300.1 0.0 292.8 0.0
ν45 E1u 3193.0 107.828 3173.4 63.965
ν46 E1u 3193.0 107.849 3173.4 63.973
ν47 E1u 3173.6 6.729 3154.9 3.395
ν48 E1u 3173.6 6.728 3154.9 3.406
ν49 E1u 1660.5 12.129 1643.9 7.615
ν50 E1u 1660.5 12.136 1643.9 7.623
ν51 E1u 1540.8 1.630 1526.2 3.024
ν52 E1u 1540.8 1.630 1526.2 3.026
ν53 E1u 1435.1 0.815 1419.0 0.387
ν54 E1u 1435.1 0.815 1419.0 0.392
ν55 E1u 1339.0 23.446 1333.4 21.148
ν56 E1u 1339.0 23.448 1333.4 21.126
ν57 E1u 1241.4 1.029 1232.7 1.255
ν58 E1u 1241.4 1.028 1232.7 1.254
ν59 E1u 1161.6 7.599 1155.0 8.633
ν60 E1u 1161.6 7.603 1155.0 8.628
ν61 E1u 821.0 0.043 819.7 0.0014
ν62 E1u 821.0 0.043 819.7 0.0012
ν63 E1u 779.4 6.525 780.6 6.808
ν64 E1u 779.4 6.525 780.6 6.797
ν65 E1u 382.3 3.153 382.6 3.872
ν66 E1u 382.3 3.153 382.6 3.867
ν67 E2g 3191.5 0.0 3172.1 0.0
ν68 E2g 3191.5 0.0 3172.1 0.0
ν69 E2g 3174.8 0.0 3156.2 0.0
ν70 E2g 3174.8 0.0 3156.2 0.0
ν71 E2g 1660.0 0.0 1645.1 0.0
ν72 E2g 1660.0 0.0 1645.1 0.0
ν73 E2g 1487.9 0.0 1475.9 0.0

Continued on next page

TABLE IV – continued from previous page

B97-1/6-31g∗ B97-1/TZ2P
mode sym. freq. int. freq. int.

ν74 E2g 1487.9 0.0 1475.9 0.0
ν75 E2g 1470.6 0.0 1457.9 0.0
ν76 E2g 1470.6 0.0 1457.9 0.0
ν77 E2g 1430.8 0.0 1418.6 0.0
ν78 E2g 1430.8 0.0 1418.6 0.0
ν79 E2g 1254.5 0.0 1242.3 0.0
ν80 E2g 1254.5 0.0 1242.3 0.0
ν81 E2g 1187.1 0.0 1177.3 0.0
ν82 E2g 1187.1 0.0 1177.3 0.0
ν83 E2g 1006.6 0.0 1004.8 0.0
ν84 E2g 1006.6 0.0 1004.8 0.0
ν85 E2g 687.2 0.0 686.7 0.0
ν86 E2g 687.2 0.0 686.7 0.0
ν87 E2g 492.3 0.0 493.3 0.0
ν88 E2g 492.3 0.0 493.3 0.0
ν89 E2g 367.9 0.0 368.0 0.0
ν90 E2g 367.9 0.0 368.0 0.0
ν91 E2u 965.3 0.0 980.7 0.0
ν92 E2u 965.3 0.0 980.7 0.0
ν93 E2u 814.8 0.0 829.2 0.0
ν94 E2u 814.8 0.0 829.2 0.0
ν95 E2u 770.2 0.0 780.6 0.0
ν96 E2u 770.2 0.0 780.6 0.0
ν97 E2u 552.9 0.0 551.6 0.0
ν98 E2u 552.9 0.0 551.6 0.0
ν99 E2u 302.9 0.0 299.2 0.0
ν100 E2u 302.9 0.0 299.2 0.0
ν101 E2u 89.1 0.0 86.7 0.0
ν102 E2u 89.1 0.0 86.7 0.0

It is well known that vibrational frequencies computed
in the harmonic approximation can be brought in fairly
good agreement with experimental values by scaling them
with empirical scaling factors (see e. g. Ref. 5). The scal-
ing factor(s) are typically obtained by fitting a large num-
ber of identified vibrational transitions, depend on the
level of theory and basis set used, and may be different for
different types of vibrations (i.e. stretches, bends, twists,
the kinds of bonds involved etc.).6,7 Scaling factors for
the B97-1 functional in combination with the TZ2P ba-
sis set were obtained by Cané, Miani, and Trombetti8
and confirmed by Maltseva et al.9,10 with minimal varia-
tion. For the sake of comparison with anharmonic calcu-
lations we here used the original ones taken from Ref. 8,
namely 0.9660 for C-H stretches and 0.982 for all the
other bands. Given the very small sample of bands these
factors were calibrated on, their general validity is not
adequately tested, and they should be used with caution.
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III. ANHARMONIC BANDS OF PYRENE AS A
FUNCTION OF r

The large set of bands listed in Table V results from
anharmonic calculations with different r values, keeping
fixed h = 8. State assignment was done, as far as this ta-
ble is concerned, on the calculation with r = 0.3, where
it is the least ambiguous. In most eigenstates a single
harmonic basis function is dominant. In the few cases
where several harmonic basis functions have weights in
the same range, the latter are all listed. Only transitions
with non-negligible intensity are included in the table.

When decreasing the r-value, some bands split in several
ones due to resonances. Since this splitting may involve
significant mixing with bands which are distinct at the
r = 0.3 level, sometimes the same wave number appears
several times in columns corresponding to smaller r val-
ues. This happens, for example, for the bands which are
computed at 3034, 3037, and 3042 cm−1 at the r = 0.3
level. These give rise to a multitude of bands at smaller
r values, of which only the strongest are listed. Note also
that, in some cases, distinct bands are almost coincident
in position. However, they are listed on different lines in
the table.

TABLE V: Calculated anharmonic band positions for pyrene as a function of the threshold r and for fixed h = 8.

mode r=0.3 r=0.2 r=0.1 r=0.05

ν44+ν48+ν53,
ν5 + ν44

3144 3138, 3144, 3153 3134, 3144, 3146, 3154 3145, 3156

ν44 + ν57 3107 3105, 3106 3103, 3104 3098, 3102
ν10+ν52+ν57 3102 3100 3099 3098, 3102
ν4 + ν45 3097 3097 3089, 3098 3092, 3098, 3102
ν34+ν57+ν62 3096 3095 3092, 3093 3083, 3092, 3095
ν26 + ν57 3080 3079 3080 3062, 3073, 3078
ν23 3055 3039, 3062, 3064, 3069 3010, 3029, 3035, 3069, 3104 3019, 3026, 3030, 3067, 3076
ν4 + ν28 3051 3023, 3030, 3036 3029, 3045, 3055, 3058 3056
ν45 + ν56 3043 3029, 3039, 3062, 3064, 3069 3029, 3035, 3045, 3055, 3069 3030, 3043, 3067, 3076
ν42, ν43 3042 3042 3019, 3029, 3037, 3053 3023, 3040
ν4 + ν46 3037 3038 3029, 3037 3032, 3033, 3040, 3042, 3044,

3045
ν43, ν42 3034 3035 2946, 3029, 3053 2940, 3032, 3033, 3044, 3045
ν24 3031 3030 2954, 2969, 3010, 3045, 3078,

3079
2956, 3018, 3019, 3026, 3076

ν49 + ν61 2359 2359 2359 2359
ν14 + ν35 1936 1936 1937 1937
ν35 + ν66 1932 1932 1932 1934
ν14 + ν36 1922 1923 1919, 1937 1921, 1937
ν36 + ν66 1919 1919 1918 1919
ν14 + ν19 1866 1866 1865 1866
ν15 + ν35 1852 1552 1850 1848
ν15 + ν36 1839 1839 1838 1842
ν35 + ν67 1824 1825 1825 1823
ν36 + ν67 1809 1810 1810 1766, 1801, 1823
ν37 + ν66 1803 1803 1801, 1803 1801, 1809, 1810
ν15 + ν19 1790 1788 1790 1792
ν14 + ν20 1758 1761 1768 1766
ν19 + ν67 1745 1745 1745 1745
ν17 + ν18 +
ν35 + ν71

1742 1742 1746 1741

ν38 + ν66 1740 1745 1746 1743
ν15 + ν37 1727 1727 1726 1726
ν36+ν68, ν35+
ν68

1705 1700 1701 1659, 1669, 1697

ν15 + ν20 1692 1692 1694 1659, 1669, 1697
ν35+ν68, ν35+
ν69, ν38 + ν66

1687 1692 1684 1659, 1697, 1766

ν36 + ν69 1669 1665, 1668 1661, 1701 1659, 1669, 1697
ν16 + ν35 1655 1656 1655 1651

Continued on next page
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TABLE V – continued from previous page

mode r=0.3 r=0.2 r=0.1 r=0.05

ν20 + ν67 1646 1646 1645 1645
ν16 + ν36 1636 1637 1639 1636
ν19 + ν68 1617 1607, 1619 1606, 1618 1617
ν38 + ν67 1613 1613 1612 1612
ν44 1597 1591, 1599 1592, 1598 1588, 1596, 1600
ν53 + ν60 1592 1592 1581, 1591 1590
ν26 1585 1585 1586 1585
ν16 + ν19 1578 1578 1576, 1578 1575, 1578, 1581, 1585, 1590
ν17+ν53+ν67,
ν53 + ν60
ν20 + ν68 1544 1544 1544 1544
ν39 + ν66 1537 1540 1540 1537
ν16 + ν37 1521 1521 1521 1521
ν20 + ν69 1514 1514 1513 1510
ν38 + ν68 1509 1506 1509 1505
ν21 + ν66 1489 1489 1486 1485
ν45 1475 1465, 1475 1461, 1463, 1474, 1486 1473
ν14 + ν40 1466 1464, 1465 1462, 1463 1447, 1453, 1459, 1460
ν51 + ν64
ν27 1444 1444 1442 1438, 1442, 1447
ν28 1429 1417, 1425, 1429 1404, 1412, 1419, 1425, 1442 1424
ν46 1419 1420 1414, 1418 1412, 1417
ν39 + ν67
ν51 + ν65 1417 1411, 1417, 1429 1412, 1419, 1425, 1429 1409, 1418, 1424
ν15 + ν21 1412 1412 1410 1410
ν47 1311 1311 1310 1311
ν20 + ν70 1286 1286 1286 1286
ν21 + ν68 1266 1266 1264 1264
ν40 + ν68 1243 1243 1242 1241
ν29 1240 1240 1238 1236
ν3 + ν64 1190 1189 1189 1189
ν49 1184 1184 1183 1179, 1180, 1181
ν16 + ν40 1181 1180 1180 1180, 1181
ν17 + ν38 1157 1157 1155 1153
ν13 + ν33 1096 1096 1097 1096
ν30 1093 1093 1091 1089
ν12 + ν34 1084 1084 1081, 1082 1080, 1081
ν53 + ν63 1083 1083 1081, 1082 1080, 1081
ν39 + ν70 1059 1059 1058 1058
ν52 + ν65, ν31 999 997, 999 994, 995, 997 993, 996
ν31, ν52 + ν65 997 995, 997, 999 986, 994, 997 985, 993, 996
ν66 962 962 962 962
ν67 845 845 844 843
ν32 820 820 817 816
ν68 742 742 741 739
ν69 712 712 711 710
ν52 542 542 540 538
ν34 497 497 495 493
ν70 486 486 484 483
ν53 349 349 349 342, 347
ν71 202 202 200 199
ν72 95 95 94 92

IV. ANHARMONIC SPECTRA OF PYRENE AND
CORONENE

In this section we provide, for reference and easier com-
parison with experimental and/or other theoretical spec-

tra, complete plots of our best computed anharmonic
spectra for Pyrene (from Fig. 1 to 13) and Coronene
(from Fig. 14 to 27). Each figure covers a range of
300 cm−1, and consecutive plots have an overlap of
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FIG. 1. Anharmonic spectrum of Pyrene computed with r =
0.05 and h = 8 in the range from 0 to 300 cm−1. Black
bars indicate the precise position of individual bands, whereas
red envelopes are convolved with Lorentzian profiles with a 1
cm−1 width.
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FIG. 2. Same as Fig. 1 in the range from 250 to 550 cm−1.

50 cm−1. The overall spectrum, in red, was obtained
by convolving individual bands with a Lorentzian profile
with a 1 cm−1 width. Intensities of the convolved spectra
are absolute and expressed in km mol−1cm, the standard
units of quantum chemistry calculations. The precise po-
sitions of individual bands are marked in the spectra by
black bars. The complete, anharmonic, tabulated spec-
tra of Pyrene and Coronene can be found in the online
PAH database by Malloci, Joblin, and Mulas.11
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FIG. 3. Same as Fig. 1 in the range from 500 to 800 cm−1.
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FIG. 4. Same as Fig. 1 in the range from 750 to 1050 cm−1.
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FIG. 5. Same as Fig. 1 in the range from 900 to 1200 cm−1.

1150 1200 1250 1300 1350 1400 1450

wavenumbers (cm
- 1

)

0

1

2

3

4

5

in
te

n
s
it

y
 (

k
m

 m
o
l-

1
c
m

)

FIG. 6. Same as Fig. 1 in the range from 1150 to 1450 cm−1.
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FIG. 7. Same as Fig. 1 in the range from 1400 to 1700 cm−1.
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FIG. 8. Same as Fig. 1 in the range from 1650 to 1950 cm−1.
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FIG. 9. Same as Fig. 1 in the range from 1900 to 2200 cm−1.
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FIG. 10. Same as Fig. 1 in the range from 2150 to 2450 cm−1.
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FIG. 11. Same as Fig. 1 in the range from 2400 to 2700 cm−1.
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FIG. 12. Same as Fig. 1 in the range from 2650 to 2950 cm−1.
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FIG. 13. Same as Fig. 1 in the range from 2900 to 3200 cm−1.
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FIG. 14. Anharmonic spectrum of Coronene computed with
r = 0.1 and h = 6 in the range from 0 to 300 cm−1. Black
bars indicate the precise position of individual bands, whereas
red envelopes are convolved with Lorentzian profiles with a 1
cm−1 width.
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FIG. 15. Same as Fig. 14 in the range from 250 to 550 cm−1.
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FIG. 16. Same as Fig. 14 in the range from 500 to 800 cm−1.
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FIG. 17. Same as Fig. 14 in the range from 750 to 1050 cm−1.
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FIG. 18. Same as Fig. 14 in the range from 900 to 1200 cm−1.
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FIG. 19. Same as Fig. 14 in the range from 1150 to 1450
cm−1.
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FIG. 20. Same as Fig. 14 in the range from 1400 to 1700
cm−1.
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FIG. 21. Same as Fig. 14 in the range from 1650 to 1950
cm−1.
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FIG. 22. Same as Fig. 14 in the range from 1900 to 2200
cm−1.
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FIG. 23. Same as Fig. 14 in the range from 2150 to 2450
cm−1.
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FIG. 24. Same as Fig. 14 in the range from 2400 to 2700
cm−1.
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FIG. 25. Same as Fig. 14 in the range from 2650 to 2950
cm−1.
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FIG. 26. Same as Fig. 14 in the range from 2900 to 3200
cm−1.
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FIG. 27. Same as Fig. 14 in the range from 3150 to 3450
cm−1.


