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Abstract

The computational electromagnetic modelling of a large ra-
dio telescope prototype array for the Square Kilometer Ar-
ray is described. The numerical models, using the Method
of Moments, are characterised by a very large number of
unknowns, requiring the use of fast solution methods and
high performance computing platforms. Good agreement
has been obtained between results obtained on two differ-
ent commercial codes. Results for both embedded element
patterns and the station beam are shown. The use of the
computed embedded element patterns for array calibration
is briefly addressed.

1 Introduction

The Square Kilometre Array (SKA) project is an interna-
tional effort to build the world’s largest radio telescope [1],
with an eventual collecting area of a square kilometre. It
it split between the SKA-MID dish array, sited in South
Africa, and the SKA-LOW aperture array, sited in Western
Australia. 2019 saw the signing of the intergovernmental
SKA Observatory (SKAO) treaty, currently being ratified
by the initial signatory states, and the close-out of the Sys-
tem Critical Design Review at year end.

Work in Australia and Italy is currently focussed on the de-
ployment, simulation, measurement, calibration and com-
missioning of new low-frequency aperture array prototype
stations for SKA-LOW, with nominal frequency coverage
50–350 MHz. The latest is the Aperture Array Verification
System (AAVS) Version 2. A recent paper outlined earlier
prototypes [2].

The authors have extensively investigated the pattern char-
acteristics of wide-band antennas operating in highly-
coupled electromagnetic environments during the develop-
ment of the SKA-LOW design proposals and this work rep-
resents the latest in this line. The primary objective of this
effort is to derive and validate embedded element patterns

(EEPs) which can be used in calibration calculations, and
to understand the limitations and errors in these models. In
the following sections, this paper describes the electromag-
netic modelling required to compute the antenna embedded
element patterns.

2 The AAVS2 Prototype

The AAVS2 (also known as AAVS2.0) verification sys-
tem consists of an array of 256 dual-polarized log-periodic
SKALA4.1 antennas, distributed on a wire-mesh ground
plane. More details on this antenna may be found in [2].
The maximum centre-centre distance between antennas is
38 m and the array layout is semi-random; some antenna
positions have been fine-tuned to avoid mechanical inter-
ference and a reasonable walk-through to access every an-
tenna. The demonstrator was deployed at the Murchi-
son Radio-astronomy Observatory (MRO) site during the
course of 2019; a picture of the completed array is shown
in Fig. 1. One of the main drivers behind its construction
was to address the issue of array calibratability. Two single-
ended 50-ohm Low Noise Amplifiers are fully integrated in
each antenna and are connected through coaxial cables (10-
m long) to a box where the RF signals are pre-conditioned
and converted for transmission via optical fibers to the cen-
tral processing unit.

Figure 1. An aerial side view of the AAVS2 array, Novem-
ber 2019. Credits: ICRAR/INAF.



3 Numerical modelling of the array

For modelling the highly-conducting SKALA4.1 anten-
nas, the Method of Moments (MoM) is a very compet-
itive method. Only the radiating surface is meshed, or
discretized (i.e. modelled with small surface or wire ele-
ments). In both the Finite Difference Time Domain and the
Finite Element Methods, the whole three-dimensional vol-
ume containing the antenna must be meshed with volume-
based elements, and an additional volume around this must
also be meshed, to allow some type of radiation boundary
condition (or more generally, some form of mesh closure
scheme) to be applied. Most MoM codes, including FEKO
and Galileo-ElectroMagnetic Toolkit, the two used in this
work, use a linear element to approximate the electric cur-
rent along a wire filament, and a mixed order element de-
fined on a triangle to approximate surface current. The lat-
ter was first published in the 1980s, and is widely known as
the RWG element after the initials of its originators [3].

The main results needed from the simulations are the set of
embedded element patterns and the array mutual coupling
matrix, or equivalently, the S-parameters of the full array.
For the dual-polarised SKA-LOW stations, there are 512
co-polarised EEPs (sampled over the upper hemisphere,
typically with an angular resolution of one degree); the [Z],
[Y ] or [S] matrix size is 512⇥ 512. The EEPs have to be
computed one at a time, as loading conditions are applied
to all other ports other than the driven one. Here, matched
loads have been applied [2].

A prime consideration when modelling antenna arrays as
complex as the AAVS antenna system is to generate a mesh
which is sufficiently fine to adequately resolve the current
distribution — but no finer, as the computational cost grows
very rapidly. The MoM in its standard form has a mem-
ory requirement which grows as O(N2), and computational
cost which grows as O(N3). N is the number of mesh el-
ements, or degrees of freedom, and for a thin-wire antenna
is proportional to frequency. For electromagnetically large
problems, the Fast Multipole Method (FMM), originally in-
troduced in the mid-1980s to speed up the calculation of
long-range forces in the n-body problem, was adapted to
the iterative solution of MoM problems in the early 1990s
[4]; combined with major advances in high-performance
computing, it has proven key to solving very large prob-
lems. In its multi-level form, the MLFMM (also known as
MLFMA) method has an asymptotic computational depen-
dence of O(N logN) per iteration. Unfortunately, the itera-
tive solver is not guaranteed to converge, and this becomes
particularly problematic for low frequency problems, where
convergence can be very slow or even absent. Nonethe-
less, the MLFMM has become the standard for the discrete
(i.e. meshed) solution of Maxwell’s equations in integral
form. FEKO was the first commercial code to include the
MLFMM (circa 2000); many commercial MoM packages
now include an implementation.

Due to the increased number of dipoles on each arm com-

prising the log-periodic structure compared to previous pro-
totypes, the SKALA4.1 is appreciably more complex to
model numerically than its predecessor in AAVS1, the
SKALA2, not least in terms of the use of solid metal ele-
ments at the high-frequency end. FEKO and Galileo models
have been developed that retain sufficient fidelity to accu-
rately predict input impedance across the frequency range
of interest, whilst simplifying some of the geometrical fea-
tures of the as-built structure. This has been discussed in
[2]. Even after further simplification of the MoM models,
the numerical models typically comprise well over a mil-
lion degrees of freedom (N) for the full 256 antenna station.
Run-times per frequency point vary from days to weeks,
depending on the convergence rates of the iterative solver
used for the MLFMM solution, even on powerful dedicated
servers. FEKO simulations at Curtin have been carried out
on a DEC PowerEdge 740 server, with dual Xeon Plat-
inum 8180 processors providing a total of 56 cores and with
1.5 TB of RAM available. FEKO supports parallel process-
ing for the MLFMM. In CEM language, EEP computation
is a “multiple right-hand-side (RHS) ” problem [5]. If the
resulting N ⇥ N matrix equation could be solved using a
direct method, subsequent RHSs can be rapidly solved —
however, direct solutions are not viable for this number of
unknowns. The MLFMM is an iterative technique, so has
to restart the solution for each EEP. This is a major and un-
avoidable factor contributing to these very long run-times.
Similar considerations on the EM modelling of AAVS2 ap-
ply also for the commercial CEM software suite Galileo,
which also offers MLFMM acceleration.

It is worth noting that in both FEKO and Galileo models,
an infinite perfect metallic conductor plane is implemented
under the array to model the mesh ground plane.

Promising work continues on alternative approaches to fast
solvers. An example is HARP [6], based on extensions to
a macro-basis function approach [7]. However, this method
has not been implemented to date in commercial codes. An-
other is the Domain Green’s function approach [8]; FEKO
supports an implementation of this, but unfortunately it is
not well suited to the computation of EEPs.

4 Numerical results

4.1 Embedded Element Patterns

Comparative results for FEKO and Galileo are shown in
Fig. 2. Antenna 2 is located 17.7 m east and 3.94 m south
of the station centre; it lies towards the periphery of the sta-
tion. E-plane and H-plane have their usual meanings; for
dual polarized antennas such as these, it refers to one po-
larisation. Here, for both arrays the results are for the X
(east-west) arm. Due to the symmetry in the antennas, re-
sults for X and Y should be broadly similar, although not
identical, since the quasi-random station is not symmetri-
cally laid out. In general, the agreement is generally good,
although some EEPs show more inter-code variation in the



case of AAVS2 than was the case for the smaller AAVS1.5
array, for which results were shown in [2]. One reason for
this is that MoM models had to be further simplified to per-
mit them to run at all. It will be noted that the EEPs are
not symmetrical; this is due to mutual coupling in the ar-
ray, which is captured in the EEP. A detailed analysis of the
variation exhibited by EEPs was reported in [2] for the ini-
tial 48 element deployment (which grew into the full 256
element AAVS2).

4.2 Array Pattern

Figure 3 shows a comparison of the zenith-pointing station
beams, E-plane, synthesized from the computed EEPs. As
expected, the pattern for AAVS2 is much better in terms
of the first and second sidelobes than that shown for the
earlier AAVS1.5 [2, Fig. 6]. The first sidelobe is at approx-
imately -17 dB, consistent with a uniformly illuminated cir-
cular aperture. As expected from the quasi-random element
distribution, the far-out sidelobe structure is of the order
of 1

N down in terms of power (approximately -24 dB) [7].
Some differences in the positions of far-out nulls are visi-
ble; these are at very low relative power levels.

5 Conclusions

With this work, we have been able to demonstrate excel-
lent agreement between simulated patterns for an electro-
magnetically very large array. This has been possible by
leveraging fast algorithms available in commercial codes,
supporting parallel execution on powerful multi-core work-
stations, and by developing suitably simplified models of
the individual array elements, viz. the SKALA4.1 antenna.

A drone campaign was undertaken following the initial roll-
out of this array (the 48 element AAVS1.5). Results have
been reported in [9] showing an excellent agreement be-
tween simulations and measurements. However, the sim-
ulation and measurement of the embedded element pat-
terns is not an end in itself; the key question still to be ad-
dressed is whether the significant variation in element pat-
terns, caused by mutual coupling, will permit sufficiently
accurate and rapid station-level calibration for SKA-LOW.
The inter-element variability is especially pronounced at
the lower end of the frequency band. Existing calibration
scheme generally assume that all the EEPs are similar, and
it is clear that this is not the case. Recent work on this is
reported in [10] and work on this continues.
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Figure 2. A comparison of EEPs for antenna number 2
computed using FEKO and Galileo for AAVS2. Top to bot-
tom: 80, 110,160 and 350 MHz. EW (X) polarization.
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Figure 3. E-plane zenith pointing station beams for the 256
element AAVS2 station. Top to bottom: 80, 110, 160 and
350 MHz. EW (X) polarization.


