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PHased Arrays for Re°ector Observing Systems (PHAROS) is a C-band (4–8GHz) Phased Array Feed
(PAF) receiver designed to operate from the primary focus of a large single-dish radio astronomy antenna.
It consists of an array of 220-element Vivaldi antennas (10� 11� 2 polarization), cryogenically cooled at
roughly 20K along with low noise ampli¯ers (LNAs), and of analogue beamformers cryogenically cooled at
roughly 80K. PHAROS2, the upgrade of PHAROS, is a PAF demonstrator developed in the framework of
the Square Kilometer Array Advanced Instrumentation Program (SKA AIP) with the goal of investigating
the potential of the PAF technologies at high frequencies in view of their possible application on the SKA
dish telescopes. The PHAROS2 design includes new cryogenically cooled LNAs with state-of-the-art per-
formance, a digital beamformer capable of synthesizing four beams from a sub-array of 24 single-polari-
zation antenna elements, and a C-band multi-channel Warm Section receiver capable of analogue ¯ltering
and down-converting the signals from the antennas to a suitable frequency range at the input of the digital
backend, providing an instantaneous bandwidth of 275MHz for each signal. In this paper, we describe the
design and performance of the PHAROS2 digital backend/beamformer, based on the Italian Tile Pro-
cessing Module (ITPM) hardware, which was initially developed for the SKA Low Frequency Aperture
Array (LFAA). The backend was adapted to perform the beamforming for our PAF application. We
describe the implementation of the beamformer on the Field Programmable Gate Arrays (FPGAs) of the
ITPM and how the backend was successfully used to synthesize four independent beams, both in the
laboratory (across the entire 275MHz instantaneous bandwidth) and during on-¯eld observations at
the BEST-2 array (across 16MHz instantaneous bandwidth), which is a subset of the Northern Cross Radio
Telescope (located in the district of Bologna, Italy). The beamformer design allows re-scaling to a greater
number of beams and wider bandwidths.

Keywords: Phased array feed; beamformer; SKA advanced instrumentation program.
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1. Introduction

The Square Kilometre Array (SKA(a)) project is an
international e®ort to build the world's largest radio
telescope, with eventually over a square kilometre of
collecting area. The scale of the SKA represents a
huge leap forward in both engineering and research
and development towards building and delivering a
unique instrument, with the detailed design and
preparation now well under way. At present, the
SKA community is fully concentrated on the task of
building the initial stage of the SKA project, the
SKA Phase 1 (SKA1), including a baseline design
for the SKA1-Mid that stretches to a maximum
frequency of 15.4GHz. A possible expansion of the
SKA1-Mid to higher frequencies is however already
included as an option in this initial design, with
spaces provided to allow the installation of new
receivers on the SKA1-Mid dishes. Initial predic-
tions of high frequency performance of the SKA1-
Mid dish and the site indicates that the SKA1 could
operate with a sensitivity many times better than
the current instruments at least up to 25GHz, and
perhaps as high as 50GHz. The SKA will eventually
use thousands of dishes and up to a million of low-
frequency antennas, that will enable the astron-
omers to monitor the sky in unprecedented detail
and to survey the entire sky much faster than any
system currently in existence. South Africa's Karoo
will host the core of the high and mid frequency
dishes (for potential operations up to 50GHz), ul-
timately extending over the African continent.
Australia's Murchison Shire will host the low-fre-
quency antennas (below 650MHz). The huge proj-
ect cost, as well as the enormous complexity, led to
the postponement of the advanced technologies,
including the one of Phased Array Feed (PAF),
which is now part of the SKA Advanced Instru-
mentation Program (AIP). The SKA AIP on PAFs
was established to investigate the feasibility of these
technologies in the foreseeable future, which surveys
the following concept: a PAF placed at the focal
plane of an antenna can increase the Field-of-View
(FoV) and the mapping e±ciency by fully sampling
the sky (Fisher & Bradely (2000); Warnick et al.
(2016); Roshi (2018); Cortes-Medellin (2015);
Warnick (2011); Bunton (2010)). A PAF consists of
closely packed antenna elements with about half
wavelength element separation that, by spatially
sampling the focal plane, can synthesize multiple

independent beams and be set to Nyquist-sample
the sky. Multiple beams are formed by electronically
adding the signals from di®erent groups of radiating
elements of the array; an antenna element can
contribute to form multiple beams. The properties
of the beams can be optimized over a wide range of
frequencies, by electronically controlling each ele-
ment phase and amplitude (complex weights)
leading to high aperture e±ciency and low spillover.

Examples of fully functional radio astronomy
observatories based on PAF technology are the
Australian SKA Path¯nder (ASKAP), delivering 36
simultaneous beams (DeBoer et al. (2009); Hotan
(2014); Schinkel et al. (2012), and the APERture
Tile In Focus (APERTIF) (Oosterloo et al. (2010),
delivering 37 simultaneous beams on the Wester-
bork Synthesis Radio Telescope (WSRT).

The work described in this paper was carried
out in the context of a project for improving the
existing PAF receiver PHased Arrays for Re°ector
Observing Systems (PHAROS), which was designed
and built in the framework of a Radionet(b) project.
PHAROS represents an important step beyond the
aforementioned PAFs for various reasons: it is a
cryogenic system (APERTIF and ASKAP are un-
cooled), and it operates at higher frequencies
(C-band, whereas APERTIF and ASKAP both
work in the L-band). Speci¯cally, PHAROS is a
cryogenically cooled 220 Vivaldi antennas PAF
demonstrator, operating across the 4–8GHz fre-
quency range. As a demonstrator, it was provided
with an analog beamformer that, inevitably, con-
siderably limited the radio astronomical perfor-
mance of the instrument.

The main goal of the PHAROS upgraded in-
strument, PHAROS2 (Navarrini et al., 2019a,b,c,d;
Naldi et al., 2018; Ortu et al., 2020), was to replace
the old analog beamformer with a new digital one;
this topic is highly relevant, indeed it was presented
and discussed in a few conferences for some of the
aforementioned PAFs.(c) ;(d)

PHAROS2 (which however remains a demon-
strator) uses only a subset of 24 single-polarization
antenna elements of PHAROS, thus we aimed at
designing a digital beamformer capable of managing
24 signals, suitable for synthesizing up to four

ahttps://www.skatelescope.org/.

bhttps://www.radionet-org.eu/radionet/.
chttp://paf2016.oa-cagliari.inaf.it/¯les/HaymanPafWkshp2016.pdf.
dhttp://paf2016.oa-cagliari.inaf.it/¯les/ASKAP Beamformer
Tuthill.pdf.
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independent single-polarization beams. The
PHAROS2 4–8GHz frequency range can be covered
in multiple local oscillator settings; the instanta-
neous bandwidth that is provided is 275MHz. As a
consequence, we have designed a digital platform
capable of acquiring and processing 24 signals
275MHz-wide for forming the aforementioned four
beams. All the four created beams produce a con-
siderable amount of data — approximately 25Gb/
s— that requires one or more powerful workstations
to be handled without any data loss; indeed, due to
the poorly performing server that we have used, we
were able to manage and write to disk only one of
the four voltage beams. In addition, one can get an
integrated version of the beams: four integrators
provide the corresponding beam power spectra, by
allowing to integrate them for a user programmable
time.

For this purpose, we have taken advantage of
the extensive work carried on by the Italian com-
munity, which is strongly involved in the develop-
ment of the digital signal processing equipment for
SKA Aperture Array Veri¯cation System (AAVS1)
and AAVS2, in the framework of the SKA LFAA.
One of the main activities is the design of the Italian
Tile Processing Module (ITPM), an FPGA-based
board speci¯cally intended for the SKA low-fre-
quency applications. One of the features that makes
it suitable for general-purpose applications are the
16 dual-Analog to Digital Converters (ADCs) 1GS/
s soldered onboard, which are capable of digitizing
32 analogue signals with up to 500MHz bandwidth.
Therefore, the ITPM features are suitable for the 24
single-polarization 275MHz-wide signals provided
by the PHAROS2, clearly with a largely (but not
totally) di®erent FPGA personality than the one
adopted for the SKA.

The paper is arranged as follows: after a de-
tailed description of the PHAROS2 and of the
ITPM board, we describe all of the FPGA digital
signal processing work carried out to meet the dif-
ferent needs, and in particular the four simultaneous
beamformers alongside raw data management (es-
sential for the calibrating procedures). We also show
the FPGA's resource utilisation and the timing
closure, the laboratory tests and the on-¯eld results
that were achieved conducting observations on a
sub-array of 24 antennas, which are part of the
Northern Cross (NC) facility.(e) With regard to the
latter, not yet having a single-dish telescope on

which to install the PHAROS2, we exploited the
NC for conducting a preliminary test of the digital
beamformer. Finally, we report our conclusion.

2. The PHAROS2 Description

One of the challenges of radio astronomical on-the-
°y mapping of large angular area sources, as well as
in pulsar search applications, is to achieve the most-
comprehensive telescope time optimization. Multi-
feed receivers are used in single-dish radio telescopes
(Staveley-Smith et al. (1996), however they show up
a well-known non-uniform sky coverage, due to the
projection of the feed beams in the sky, which are
separated by > 2 Full Width Half Maximum
(FWHM), thus not achieving the Nyquist-sampling
that requires a beam separation of 0.5 FWHM.
The PAF technology allows better sky coverage, by
avoiding \holes" between adjacent beams, each
of which can be optimized over a very broad RF
frequency range. PHAROS (Simons et al. (2005);
Ciccognani et al. (2006); Liu et al. (2017)) is a
cryogenically cooled PAF, which was intended as a
demonstrator for radio astronomical purposes. It is
composed of 10� 11 Vivaldi antennas, which were
optimized to observe across the 4–8GHz frequency
range. Figure 1 shows the PHAROS focal plane
array, in its vacuum window. At 8GHz, the spac-
ing-to-wavelength ratio is 0.56, the overall array size
is 230� 230mm2.

PHAROS2 is an upgraded version of PHAROS
and adopts the same Vivaldi array. Although only
24 elements are active, they are used in conjunction
with cryogenic low noise ampli¯ers (LNAs) for

ehttp://www.med.ira.inaf.it/crocedelnord.html.

Fig. 1. PHAROS cryostat showing the 10� 11 dual-polari-
zation array of Vivaldi antennas and the hemispherical vacuum
window.
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reducing the system noise temperature. PHAROS2
utilizes a new digital beamformer, with which up to
four simultaneous beams can be synthesized.
Among these two major parts, a room-temperature
section, called Warm Section (WS), is used for
adapting the signals before the digitization. As al-
ready mentioned, the ITPM has ADCs with a
maximum sampling frequency of 1GS/s that accept
analog signals of up to 2GHz, thus a direct 4–8GHz
digitization cannot be achieved. The WS is a multi-
channel heterodyne system, which was designed to
downconvert a 275MHz section of the 4–8GHz RF
signal to the Intermediate Frequency (IF) base-
band 375–650MHz. As a consequence, in order to
exploit the second Nyquist window (350–700MHz)
of the ADCs, as well as to guarantee su±cient (at
least 25MHz) guard bands at the edges, we reduced
the ADCs sampling frequency to 700MS/s. Figure 2
shows the overall PHAROS2 infrastructure; for
additional details we refer to Navarrini et al. (2018),
Navarrini et al. (2019a) and Navarrini et al.
(2019d).

3. The ITPM Board

The low-frequency part of SKA, which will be lo-
cated in Australia, will consist of more than one
hundred thousand of log-periodic dipole antennas,
whose signals need to be digitized and processed
together for performing one or more beams in the
sky. Practical reasons make it easier to group the
antennas into tiles of 16 antennas each, thus it is
desirable that each tile might be handled by a single
digital processing unit, the so-called Tile Processing
Module (TPM). Italy is fully involved in taking
forward the development of the LFAA system,
evidenced by the fact that an Italian TPM (Naldi
et al. (2017) version was designed and built in col-
laboration with international partners. The ITPM is
composed of two independent sections: Analog-to-
Digital Unit (ADU) and pre-ADUs. Two pre-ADUs
(each one managing 16 input signals) are employed
since all of the signals come to the SKA DSP
building over optical ¯ber, thus optical to electrical
converters are used before feeding the signals to the
ADUs. As mentioned earlier, each tile is made up of
16 double-polarisation antennas, so it provides 32
signals; therefore, the ADU board is equipped with
16 dual-input ADCs. Figure 3 shows the ADU
board whilst Table 1 shows the technical details
regarding the main components (FPGAs, ADCs,
Ethernet ports, etc.). Fig. 2. PHAROS2 receiving chain.
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The general architecture of the ADU board is
shown in Fig. 4. The ADU board has two identical
large Xilinx Kintex Ultrascale XCKU040 FPGAs as
a centerpiece, connected to each other via a very

fast parallel bus F2F (FPGA to FPGA). Each
FPGA gets the data from eight of the 16 dual-input
ADCs, for a total of 16 signals for each of the two
FPGAs. ADCs have a resolution of 14 bits; how-
ever, due to the limited number of serial links
available in the FPGAs, only the 8 most signi¯cant
bits of each sample are transmitted to the FPGAs.
The FPGAs are surrounded by peripherals like
QSFPþ cages and DDR3 memory banks. Each
QSFPþ interface is used as four 10Gbps separate
lanes. A common 1Gbps Ethernet link provides
monitor and control support with a UDP-based
protocol (Verkouter, 2012). A CPLD chip imple-
ments the UDP interface, and controls all the other
board devices using a custom C2C (chip to chip)
bus. A JTAG interface is available for debug
purposes only. Internal clock signals are derived
from an external 10MHz reference using a high
accuracy PLL.

Fig. 3. ADU board.

Table 1. ADU main features.

Size 6U format compatible
No. of layers 14-layers board build-up
Number of FPGAs 2
FPGAs model Xilinx Kintex Ultrascale XCKU040
Number of ADCs 16
ADC model Analog Devices AD9680
Max sampling freq. 1GS/s
Max frequency of the analog input signals 2GHz
Number of bit for each sample 14
External memory 12 DDR3 memory chips, 1.5 Gbyte per FPGA,

max transfer rate 1.6GT/s (19GBps/FPGA)
Link between FPGAs 36 LVDS lanes supporting up to 1.6Gbps per lane
QSFP+ interfaces 2 interfaces, one for each FPGA, 4� 10Gbit/s each
Control interface 1Gbit/s Ethernet, UDP protocol
Clock and timing 10MHz reference and sync (1 PPS) signal

Fig. 4. ADU overall structure.
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A block diagram of the conceptual signal pro-
cessing performed by the two FPGAs in the ADU
board for the PHAROS2 is shown in Fig. 5. The
signal processing structure is based on a frequency
domain beamforming architecture. The analog sig-
nals are converted into 8 bits digital streams with a
sampling frequency of 700MS/s (maximum band-
width of 350MHz), then the data streams from each
antenna are properly aligned for compensating dif-
ferences in cable lengths. Each channelizer block
divides the entire bandwidth into 512 channels,
which are then delayed by applying a phase slope to
each antenna signal. Channelization is performed on
each antenna and is common for all the beams; a
separate beamformer is instantiated for each beam.
Each FPGA processes 16 signals (12 actually used)
and the partial beams from both the FPGAs are
summed together in one FPGA (FPGA0). The
¯rmware is the same for both the FPGAs and, in
the FPGA1, part of the ¯rmware is unused. Most of
the ¯rmware blocks are identical — or slightly
modi¯ed —with respect to those used for SKA
LFAA.

4. The Digital Signal Processing Firmware
for the PHAROS2

In this section we describe, in more detail, the
FPGA personality (entirely written in VHDL) that
we developed for the PHAROS2. Figure 6 shows a
simpli¯ed scheme of the logical processing blocks,
implemented using the physical structure shown in
Fig. 5; we did not draw the raw channelized data

mode (described in Sec. 4.1.1) for keeping the dia-
gram more clear. A signi¯cant part already imple-
mented for the SKA LFAA has been re-used for our
functionality, in particular the section managing the
data from the ADCs and the polyphase ¯lter banks
(PFBs). The main di®erence is that, for the SKA,
each beam is composed of signals from 256 anten-
nas, coherently added along one or more directions
in the sky, and each ADU performs a partial beam
calculated from 16 antennas of the tile. In the case
of PHAROS2, we are dealing with just 24 single-
polarization elements, thus we are capable of
forming the needed complete beams (four in this
project) directly on a single board. The control and
interface structure is also the same used for the
LFAA. The SKA beamformer capability of

Fig. 5. Data °ow diagram for the ADU signal processing.

Fig. 6. Simpli¯ed DSP processing block diagram implemented
for the PHAROS2.

A. Melis et al.

2050013-6

J.
 A

st
ro

n.
 I

ns
tr

um
. 2

02
0.

09
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.w
or

ld
sc

ie
nt

if
ic

.c
om

by
 1

76
.2

47
.8

1.
13

6 
on

 0
8/

11
/2

2.
 R

e-
us

e 
an

d 
di

st
ri

bu
tio

n 
is

 s
tr

ic
tly

 n
ot

 p
er

m
itt

ed
, e

xc
ep

t f
or

 O
pe

n 
A

cc
es

s 
ar

tic
le

s.



beamforming simultaneously along di®erent sky
directions has been used to implement multiple PAF
beams. It is also possible to trade bandwidth for
more beams, although this has not yet been imple-
mented. Table 2 shows the key parameters of the
digital acquisition and signal processing block that
we designed.

4.1. ADC interface and Polyphase
channelizer

As mentioned earlier, the code for managing the
ADC interface and the channelizer blocks are en-
tirely inherited from the ¯rmware written for the
SKA LFAA. A full description of the LFAA signal
processing ¯rmware can be found in Comoretto
et al. (2017). Apart from the fact that the
PHAROS2 uses 24 analog inputs (12 dual-inputs
ADCs) instead of 32, two other minor di®erences
exist. First, the sampling frequency is slightly re-
duced from 800MS/s to 700MS/s, which in turn
modi¯es the channel width and spacing. Second, we
operate in the second Nyquist window (350–
700MHz), in order to ¯t the IF frequency interval
provided by the WS (375–650MHz), whereas the
SKA operates in its ¯rst Nyquist window (0–
400MHz). Once converted into digital format, the
data are sent to the FPGAs by using fast serial
interfaces. The interface protocol is the JESD204B
that, compared to the \A" version, increases

the lane speed to 12.5Gb/s, and adds support
for deterministic latency and an intrinsic method
for data-converter synchronization. The JESD204B
operations are handled by the Xilinx JESD204
proprietary core, which manages the synchroniza-
tion autonomously and forwards ADC data to user
logic using a simple streaming interface.

The polyphase ¯lter bank is the most e±cient
way to divide a wideband digital signal into sub-
bands of smaller bandwidth and sample rate
(Bellenger et al., 1976; Crochiere, 1980; Bunton,
2000; Harris, 2004). The adopted channelizer
divides the sampled bandwidth of 350MHz into 512
equispaced spectral channels, with a spacing of
683.6 kHz and a channel bandwidth of 810.185 kHz.
The channelizer output bandwidth is increased with
respect to the channel spacing (oversampling of 32/
27), with a channel shape that is °at in the central
region, leaving the ¯lter transition region in the
overlapping channel edges, which are discarded in
subsequent processing. In order to achieve the
requirements for in-band °atness and out-of-band
rejection, a ¯lter order of 14,336 has been used. The
passband ripple has been set to �0:17 dB, the stop-
band attenuation is greater than 60 dB at the be-
ginning of the aliased region and drops below�86 dB
formost of the stopband. Figure 7 shows the resulting
¯lter shape measured on the channel 32 (25MHz
centre frequency) by using a sinusoidal test signal. In
case the beamformed signals are further channelized,
the deterministic pass-band ripple can be corrected in
post-processing, resulting in a residual °atness in the
correlated signal of less than �0:01 dB, without dis-
continuities near the edges of the channels.

4.1.1. Raw voltage channelized data mode

In order to determine the complex coe±cients to be
used in the beamforming engines, a portion of
the channelized raw complex voltages provided by
the 24 PFBs can be retrieved for a programmable
recording time. The number of channels that can be
simultaneously captured from each of the 24 PFBs
can be con¯gured in the FPGA ¯rmware and ranges
from 2 to 30 channels, with data rate varying ac-
cordingly, for a maximum (24� 30 channels) of
� 9:33Gb/s. The number of channels can be set to
match the capabilities of the DAQ system to receive
and store the data without any data loss. There are
no speci¯c limits regarding the maximum recording
time, which only depends on the available storage

Table 2. Key parameters of the digital acquisition and signal
processing block.

ADC sampling rate 700MS/s
No. ADC bits processed by FPGA 8
No. of frequency channels 512
Channel width 810.185 kHz
Time resolution 1:23�s

Raw voltage channelized data
No. bits 16 complex

(8 realþ 8 image)
No. channels 720 ð24� 30Þ
Throughput � 9:33Gb/s

Raw data Beamformer
No. bits 16 complex

(8 realþ 8 image)
No. channels 1616 ð404� 4Þ
Throughput � 24:88Gb/s

Integrated data Beamformer
No. bits 32
No. channels 1616 ð404� 4Þ
Max. time resolution 50�s
Max. throughput � 1:034Gb/s

A Digital Beamformer for the PHAROS Phased Array Feed
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space in the DAQ system that captures the data.
The channel selection is quite °exible. One can se-
lect whatever interval within the 404 channels
(corresponding to the 275MHz actually used) of the
512 channels provided by each PFB. The only
constraint is that, due to the packaging technique
that accepts no less than two adjacent channels at
once, the data have to be retrieved at least in pairs
of adjacent channels. Thus, up to 15 pairs of con-
tiguous channels (placed anywhere within the
275MHz) are allowed to be registered.

4.2. Beamforming stage

The beamformer engine for a single beam is shown
in Fig. 8; in order to produce four independent
beams, four replicas of the depicted beamformer
engine are instantiated in the FPGAs. Since the
ADU hosts two FPGAs capable of managing up to

16 digital streams each, the beamforming process is
distributed across the two FPGAs, with each FPGA
handling 12 signals. As already mentioned, the PFB
provides 512 frequency channels with a total band
of 350MHz, which is reduced to 275MHz (the
bandwidth provided by the WS) by selecting
(Channel Select module) the corresponding 404
contiguous frequency channels of interest. The
complex coe±cients, de¯ned per each signal and
each frequency channel, are applied to the selected
frequency channels before the signals are summed
together to form a partial beam of 12 antennas in
each FPGA. The coe±cients are downloaded to the
ADU from a server controlling the board and then
they are stored in the FPGAs in a double bu®er
implemented with Block RAMs. Once the new
coe±cients are written into the Block RAMs, the
server issues a command to the FPGAs in order to
apply the new coe±cients.

Fig. 7. Filter response for the channel 32. Frequency scale is expressed in MHz, vertical scale in dB. Red line is the expected
response, blue dots represent actual measurements.

Fig. 8. Block diagram of a single beamforming engine.

A. Melis et al.
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In the FPGA1, the partial beam is transmitted
to the other FPGA using the on-board F2F link,
while in the FPGA0 the partial beam is bu®ered
into a local First In First Out (FIFO) to compensate
for the delay introduced by the data transfer over
the link. When the data from the FPGA1 are
available in the FPGA0, the partial beams are
summed to form the ¯nal raw beam.

Each raw beam is integrated by a dedicated
integrator module, which produces the correspond-
ing power spectrum; the integration time can be
varied in the range 50�s–1 s. Alternatively, one can
choose to retrieve the four raw beams. In both cases,
data are packaged into SPEAD(f) (Streaming Pro-
tocol for Exchanging Astronomical Data) packets
and transmitted over the 4� 10G links using the
UDP protocol. Since in the current setup the board
is directly connected — without a switch or a split
cable — to the acquisition computer, only the ¯rst
10GbE link was used for retrieving the data, thus
we were able to capture the four integrated beams
or only one (selectable) raw beam.

4.3. Vivado synthesize results

The whole design has been synthesized using the
Xilinx Vivado(g) software. Both the FPGAs use the
same design, with the ¯nal adder and the 4� 10G
Ethernet interface used only in the FPGA0. The
design occupies 82% of the available FPGA memory
blocks, 80% of the available hardware multipliers
(DSP blocks) and 61% of the distributed logic
resources (logic cells and registers); details of the
resource usage are summarized in Table 3. A very
resource e±cient implementation of a radix-4 FFT
uses 28 multipliers to provide a 512 point FFT on a
4x time multiplexed signal. Other parts of the

processing chain include the integrators, the
SPEAD formatting of the output packets, and a test
signal generator used for debugging purposes. Al-
most all the FPGA resources are used for the signal
processing portion: all the aforementioned DSP
blocks and most (85%) of the aforementioned
memory blocks. The input/output interfaces use
other 73 memory blocks, mostly for packet bu®ering
and to store a complete symbol table of the internal
registers, used by the control software.

In order to achieve the proper timing closure,
the resources composing the channelizer have been
constrained to speci¯c locations, by exploiting the
strong parallelism of the design. Placement of all the
other elements has been left unconstrained.

5. Test of the Digital Acquisition and Signal
Processing System

In this section, we present the results that we have
achieved during the tests carried out on the in-
strument, both in lab and in real observations at the
BEST-2 array (Montebugnoli et al., 2009; Perini,
2009a, b, c), which is a subset of the NC radio
telescope, located in Medicina (Bologna, Italy).

5.1. Laboratory tests

Before performing on-¯eld observations (which are
described in the next section), some tests were car-
ried out in a laboratory at the University of Oxford.
Taking into account that a relevant part of the
FPGA design was inherited from the SKA LFAA
design, we veri¯ed the proper functionality of the
whole signal chain mainly focusing on the beam-
former, whose scheme is di®erent and expressly
designed for this application. The testbench was
composed of four major parts: a noise generator, a
sine-wave generator, a power combiner and a 32-
way splitter. The noise and the tone were added by
the power combiner and then injected into the
splitter; only 24 elements are fed in our design.

We carried out a few tests to validate each part of
the beamformer. The ¯rst step was to consider only
one of the 24 inputs, thus we set the beamformer's
coe±cients to zero except one, whose value was
1þ j0. We then injected a noise with a tone and, as
expected, the beamformer provided the proper noise
level aswell as the tone appearing in the right channel.

Then, we passed to test the beamformer's
adder, by involving multiple inputs. As mentioned
earlier, all of the inputs are fed with the same signal

Table 3. FPGA resource usage of the main design ele-
ments and of the whole design.

LUT DSP MEM
Module slices blocks blocks

Channelizer (16 signals) 49 k 928 174
Beamformer (4 beams) 11 k 512 172
Other parts of the DSP chain 23 k 90 47
I/O interfaces 64 k 0 73
Whole design 147 k 1530 492
% of total 61% 80% 82%

fhttps://casper.ssl.berkeley.edu/wiki/SPEAD.
ghttps://www.xilinx.com/products/design-tools/vivado.html.

A Digital Beamformer for the PHAROS Phased Array Feed
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plus noise and we checked that, gradually increasing
the number of inputs, the output provided by the
beamformer increased accordingly.

Further step was to check the proper working of
the integrator stage, so all the 24 elements were
operated. The test signal was composed of a wide-
band noise plus a tone at 450MHz. The power of the
tone was about 6 dB above the wideband noise
power. In order to increase the noise purity,
the sine-wave generator was followed by a low pass
¯lter, whose cut-o® frequency was 500MHz. The
integration time was set to 0.02 s and successive
integrations were acquired, for several seconds;
the maximum integration time was 1.28 s.

The wideband noise level at about �33 dBc was
estimated by using a smoothing ¯lter, then it was
subtracted from the spectrum with the longest in-
tegration time, resulting in the di®erence spectrum
shown in Fig. 9 together with the original one. The
radiometric noise level is about �63 dBc, as expec-
ted from the integration time. The signal to noise
ratio (SNR) increases with the integration time, it
has been estimated in each spectral channel by di-
viding a long integration into shorter sub-integra-
tions, with the integration time ranging from 0.02 to
1.28 s in binary steps, then computing the variance
between individual sub-integrations. As shown in
Fig. 10, the SNR decreases as the square root of the

Fig. 9. Integrated beam with a wideband noise plus a tone at 450MHz (blue line) and with the noise subtracted from the spectrum
with the longest integration time (brown line). Frequency scale is expressed in MHz, vertical scale in dB (carrier).

Fig. 10. Signal to noise ratio for the integrated spectra. The integration time is ranging from 0.02 to 1.28 s, in binary steps (bottom
to top). Frequency scale is expressed in MHz, vertical scale in dB.

A. Melis et al.
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integration time over the whole bandwidth. Finally,
we veri¯ed the proper operation when complex
coe±cients are applied. Speci¯cally, by taking ad-
vantage of the capability of the JESD204B interface
in the FPGA to apply a time delay to the digitised
signals, we have been able to con¯rm that a signal
arti¯cially delayed could be re-aligned to the origi-
nal one (no delayed) by phasing advance with the
corresponding beamformer's coe±cient. For this
purpose the phase, at the particular frequency of the
tone, was calculated for advancing a time equal to
the applied delay. Delays are speci¯ed, for each
input signal, as a multiple of the sampling clock
period, and the application of a time delay to an
input signal causes a known phase shift at the out-
put of the channelizer. Considering a speci¯c fre-
quency channel and using a tone, we observed the
beamformer output in three conditions: when no
time delays are applied, when random time delays
are applied and, ¯nally, when the random delays are
corrected with respect to a reference input signal.
We have veri¯ed that the beamformer response is
equivalent in the ¯rst and in the last case. The same
approach was used with noise at the ADC inputs. The
integrated beam power drops after applying the ran-
dom time delays when the delays are not corrected in
the beamformer. We have veri¯ed that the means of
the beam power before and after correcting for the
delays are within less than one sigma of each other.

5.2. Observations with a subset of 24
receivers of the BEST-2 array

The BEST-2 array (see Fig. 11) consists of eight
East-West oriented re°ective parabolic cylinders,

each having four receivers, for a total of 32 receivers
regularly spaced in a 4 by 8 grid. The BEST-2 works
in the 400–416MHz frequency range, down-con-
verted to around 30MHz. Despite such a narrow RF
front-end bandwidth, the functional veri¯cation of
the digital platform that we designed can never-
theless be well tested. Table 4 shows the main fea-
tures of the sub-array of 24 receivers employed for
our tests.

As mentioned in Sec. 3, the ADU board was
designed to be used in conjunction with SKA, which
provides RF signals via optical ¯bers; therefore, two
Pre-ADUs are needed to be employed before feeding
the ADCs of the ADU. In the case of the BEST-2
array, the signals are provided by coaxial cables,
thus the Pre-ADUs are not employed; instead,
we used 50Ohm high-isolation RF connectors.
Figure 12 shows the aforementioned input interface
of the ADU board: two small interface cards are
attached on both sides of the ADU, providing the
transition from the Samtech IJ5 to the MCX con-
nectors; 32 very short MCX-SMA cables are placed

Fig. 11. BEST-2 array (red arrows). The six cylinders marked with 1-6 were used for testing the beamformer.

Table 4. Main characteristics of the antenna system used for
on-¯eld tests.

Central observing frequency 408MHz
Analogue bandwidth 16MHz
Total number of cylinders 6
Total number of receivers 24 (cylinders

1–6 in Fig. 11)
Longest baseline (NS) 50m
Receiver FoV � 38�2

Receiver FoV FWHM North–South 5:9�

Receiver FoV FWHM East–West 6:4�

A Digital Beamformer for the PHAROS Phased Array Feed
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on the rear panel of the board. However, our digital
beamformer was designed for handling 24 elements
so we connected, to the SMA input connectors, only
24 of the signals provided by the BEST-2 receivers,
speci¯cally the ones of the six cylinders marked with
1–6 in Fig. 11. The main goal was to conduct as-
tronomical observations for testing and validating
the entire digital signal processing chain, including
acquisition, channelization and beamforming, along
with all the software developed to acquire, write to
disk and analyse the data.

In order to produce the array beam, the digital
beamformer needs a correction — both in phase and
amplitude— of the 24 signals, due to the corrupting
e®ects originating along the RF path. This calibra-
tion procedure is achieved by implementing a
standard interferometric technique, which consists
of retrieving a portion of the channelized complex
voltages from each of the 24 elements of the array,
with the aim of cross correlating them so as to form
the visibilities. Once the raw channelized data are
stored on the server controlling the backend, an
o®line software correlator calculates the cross pro-
ducts and then integrates them. The integration
time is usually variable, being a trade-o® between
the SNR and the fringe smearing; typical

integration time is around 1 s. In general, for the
calibrating procedures a strong, stable and unre-
solved radio source is observed. The instrumental
corruptions, described as complex receiver gains,
can be determined by solving a system of 276
equations — the number of independent base-
lines — with only 47 variables, 24 amplitudes and
23 phases (1 is the reference). Since there are more
equations than variables, statistical methods can be
used to improve the estimation accuracy of the gain
solutions. Moreover, being the BEST-2 a regular
array, there are also several redundant baselines.

We have designed a software code for the array
calibration, which implements two di®erent cali-
bration algorithms, based on minimization method:

– Least Square on Phase and Log Amplitude
Linearized System Equations;

– Column Ratio Gain Estimation (COLR).

–Both algorithms always operate in parallel for
doing a cross-check. Indeed, they provide, for each
frequency channel, complex solutions that are then
compared. Thus, the derived antenna gains are
combined with the geometric delay compensation's
coe±cients, in order to beamform the six cylinders
array towards any desired pointing direction (both
on and o®-axis with respect to the meridian). One
(or more) steering vector can also be added to the
solutions, so as to generate multiple beams in
the element FoV. We then adopted, for our tests,
the described procedure to form four independent
beams aligned on the E-plane of the antenna,
which both includes the mechanical pointing direc-
tion and intersects the azimuth plane along the
East-West direction. We observed the following
bright radio sources during their transit across the
FoV of the BEST-2: Cassiopea A, Virgo A, Taurus
A. Figure 13 features the observation of Cas-A with
two di®erent pointing con¯gurations; the acquisi-
tion time was about 51min around the transit.
Results that we achieved are in quite good agree-
ment with the electromagnetic simulations, both for
the pointing direction and the FWHM of the syn-
thesized beams.

We are still investigating the reason why the
power pattern of the laterally steered beams is
slightly asymmetric, as it is evident from Fig. 13(b);
probably, it is related to a deformation of the an-
tenna focal line. However, these tests were success-
ful and demonstrated the proper functioning of the
whole digital signal processing platform designed for
the PHAROS2.

Fig. 12. Input interface of the ADU board. Notice the heat
sink, which is needed to dissipate the power, and the two cables
from the front panel carrying the PPS and 10MHz reference
signal.
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6. Conclusion

We have outlined a digital backend/beamformer
capable of digitizing and channelizing 24 single-po-
larization signals 275MHz-wide into 404 channels
and then providing four simultaneous beams for the
PHAROS2, a new PAF receiver developed in the
framework of the SKA AIP. The main capabilities
of the beamformer are summarized in the following:

– Channelized data of the four beams can be si-
multaneously retrieved with a variable (50�s–1 s)
integration time on the beam power, which makes
the system suitable for applications like imaging
and pulsar searching.

– Channelized voltage data of the four beams can be
simultaneously registered for a user de¯ned re-
cording time, allowing pulsar timing studies as
well as giving the possibility to perform a ¯ner
channelization on the GPUs for spectroscopy.

– A portion (up to 24MHz) of the channelized raw
data provided by each of the 24 channelizers can
be retrieved and stored for the calibrating proce-
dures, i.e. for determining the proper coe±cients to
be used by the beamforming engines. Data can be
arbitrarily chosen within the 275MHz-wide band-
width, with the only constraint that the selected
sub-portions of the bandwidth have to be formed
by two contiguous channels at least.

We have described the DSP design, providing de-
tailed information about FPGAs resource utilization
with corresponding timing & closure features. We

have also presented the testing activity of the overall
system carried out both in our labs and at the Medi-
cina Radio Astronomy Station with the BEST-2
array, which allowed us to lead on-¯eld observations.
Very good results were achieved, which demonstrate
the correct functioning of the entire system.

We are positive that, once installed on a single
dish antenna equipped with a PAF, the designed
backend will provide excellent performance for
cutting-edge scienti¯c applications as well.
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