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2.2. Thermodynamic constraints

The equation of state must adhere to a number of physical prin-
ciples in order to be thermodynamically consistent. Although a
comprehensive discussion lies outside the scope of this paper, we
brie�y outline the most relevant ones (Meniko� & Plohr 1989).

1. The speci�c internal energy as a function of speci�c volume
and entropye = e(V;S) must be piecewise twice continu-
ously di� erentiable.

2. Thermodynamic stability demands thate(V;S) be a jointly
convex function. This implies that the Hessian matrix of sec-
ond derivatives ofewith respect toV andS is non-negative.

3. Simple physical considerations lead to the following asymp-
totic conditions:

lim
V!1

p(V;S) = 0 (14)

lim
V! 0

p(V;S) = lim
S!1

p(V;S) = lim
S!1

e(V; s) = 1 : (15)

The previous constraints also guarantee the existence of the
solution of the Riemann problem.

An additional constraint, convexity, can be introduced if one
sticks to standard theory and phase transition are not considered.
The convexity of an EoS is quanti�ed by thefundamental gas
derivativewhich expresses the non-linear variation of the sound
speed with respect to density and it is denoted byG:

G = 1 +
�
cs

 
@cs

@�

!

s
� (16)

In Eq. (16) the derivative is taken at constant entropy andcs is
the speed of sound given by Eq. (9). For an ideal polytropic gas,
one �nds G = (� + 1)=2 while a general expression in terms of
derivatives with respect to temperature and density may be found
in Appendix A.

An EoS is said to be convex ifG > 0 and it has the follow-
ing important implications: i) the isoentropes are convex func-
tions in thep � V plane; ii) the sound speed increases with den-
sity along isoentropes; iii) only regular waves (e.g., compression
shock waves and expansion fans) can be formed in the Riemann
problem.

The latter property is of particular interest here since, as
we shall see, inaccurate table interpolation can lead to local
violation of the convexity assumption (see the discussion in
Sect. 3.2.3 and the results in Appendix B). In such cases, com-
posite (or compound) waves consisting of a rarefaction wave
propagating adjacent to a shock may be generated in the solution
whilst satisfying the thermodynamical principles (e.g., Meniko�
& Plohr 1989, and references therein). This circumstance may
arise, for instance, for a real gas in correspondence of �nite in-
tervals of concavep � V isoentropes.

In the present paper, however, we restrict our attention to
EoS for whichG > 0 is always veri�ed at the continuous level al-
though it may not be true at the discrete numerical level thereby
generating spurious composite waves. We address this issue in
Sect. 3.2.3.

2.3. Calorically ideal gas

Consider the case of a classical monoatomic ideal gas, where,
the partition functionZ is given by

Z =
1
N!

2
666664

 
mkBT
2� ~2

!3=2

V

3
777775

N

; (17)

where,m is the mass of the particle,~ the Planck constant and
N the total number of non-interacting particles. On substituting
Eq. (17) in Eq. (8), we obtain the standard EoS for a classical
ideal gas,

p = nkBT

� e = U=V =
ftrans

2
nkBT;

(18)

where,n = N=V is the number density andftrans denotes the
translational degree of freedom which for a monoatomic gas
equals to 3. Furthermore, the speci�c heat capacity at constant
volume,CV = ftransR=2 (whereR being the universal gas con-
stant), is independent of the temperature. On extending this
analysis further to diatomic ideal gas, the partition functionZ
contains contribution from rotational and vibrational degrees of
freedom, in addition to the translational motion. In such a case,
the internal energy density derived from Eq. (8) is given by

� e =
ftrans

2
nkBT +

frot

2
nkBT + � vib(T) (19)

where the additional contribution offrotnkBT=2 comes fromfrot
rotational degree of freedoms, whose value is 2 for linear
molecules and 3 for non-linear ones. In addition,� vib(T) denotes
the term due to vibrational motion, which has a non-linear de-
pendence on temperature. On considering the diatomic molecule
with two degrees of freedom (i.e., translational and rotational)
and neglecting the non-linear dependence due to vibration, one
obtains a single relation for both monoatomic and diatomic gas
by adopting a constant� ,

p = (� � 1)� e; (20)

where� = 5=3 for monoatomic gas and� = 7=5 for diatomic
gas (see Eqs. (18) and (19)).

2.4. Partially ionized hydrogen gas

Astrophysical �uids and processes are more complex than the
simple system of ideal gas described above. For example, the
ISM that is largely made of hydrogen and helium is a� ected
by many physical and chemical processes viz., collisional ion-
ization, dissociation, shocks, radiation, etc. In such a scenario,
an heuristic approach that models the ISM as an monoatomic
ideal gas with constant� = 5=3 will only be approximate and
fail to account for the feedback of the above processes on the
thermal properties of the gas and thereby also on its inter-linked
dynamics.

Consider the simplest case of a partially ionized gas of pure
hydrogen (in atomic form). The thermodynamics of such a sys-
tem is di� erent from that of a completely ionized (or completely
neutral) gas as the number of free particles can change and an
additional energy contribution is required during the process
of ionization. The internal energy density is therefore given by
(Clayton 1984)

� e =
3
2

nkBT + � HnHII : (21)

In addition to the standard form of translational energy, contribu-
tion from ionization potential,� H, is included in Eq. (21). Here,
nHII is the number density of ionized hydrogens and the total
number density of free particles,n = nH + 2nHII , is the sum of
number densities of neutral hydrogens and twice that ofnHII due
to charge neutrality.
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Table 1.Summary of di� erent contributions to the gas internal energy (� e)gas, which is expressed using Eq. (27).

Term Expression Description

� HI 1.5X (1 + x) y Translational energy for hydrogen
� He 0.375Y Translational energy for helium

� H+H 4:48 eVX y=(2kBT) Dissociation energy for molecular hydrogen
� HII 13:6 eVX xy=(kBT) Ionization energy for atomic hydrogen

� H2
X (1� y)

2

h
1:5 + T

� v

d� v
dT + T

� r

d� r
dT

i
Internal energy for molecular hydrogen

References.See Black & Bodenheimer (1975), D'Angelo & Bodenheimer (2013).

In regions of dense stellar interior, one can assume LTE. For
such a system, the fractions of ionized hydrogen becomes non-
linearly dependent on temperature and density of the gas through
the Saha equation. As a result, internal energy, speci�c heats and
the adiabatic index� will depend on the ionization fraction. For
example, the adiabatic index� will smoothly change from its
monoatomic value of 5=3 to 1:13 typical of a hydrogen gas with
an ionization fraction of 50% atT = 104 K (Clayton 1984).
Such a signi�cant change in� occurs because part of the energy
input becomes available to ionization rather than increasing the
temperature of the gas. Therefore, using a constant value of�
for such dense stellar interiors will considerably overestimate
the temperature of the gas.

2.5. Hydrogen/helium gas mixture

In recent years, studies related to planet formation in accretion
disks have started to incorporate EoS that can account for con-
tributions from dissociation of molecular hydrogen, ionization
of atomic hydrogen and helium and radiation (e.g., Boley et al.
2007; D'Angelo & Bodenheimer 2013) under an assumption of
LTE. In this paper, we have implemented such an EoS both in
the presence of LTE1 and with explicit non-equilibrium cooling.
For all future references to this EoS, we will use H/He EoS.

In LTE, processes like ionization-recombination and
dissociation-bond formation for hydrogen are given by

H + e� 
 H+ + 2e�

H2 
 H + H;
(22)

respectively. Following D'Angelo & Bodenheimer (2013), we
de�ne the degree of dissociationy and degree of ionizationx as

y =
� HI

� HI + � H2

x =
� HII

� HI + � HII
;

(23)

where,� HI is the density of atomic hydrogen,� H2 the density of
molecular hydrogen and� HII the density of ionized hydrogen. In
the limit of LTE, one assumes that the level populations due to
ionization (and dissociation) processes follow Boltzmann exci-
tation formula and that the ejected free electrons thermalize to
attain a Maxwell-Boltzmann velocity distribution corresponding
to single gas temperature. This is generally true in regions of

1 For the present work, we have not considered contributions from ra-
diation and He ionization but rather focused on hydrogen alone to be
consistent with the implementation in presence of cooling which as-
sumes a �xed fraction of helium.

high density like that of the solar interior. In such cases, the de-
gree of ionization using Saha equations is given as follows,

x2

1 � x
=

mH

X�

 
mekBT
2� ~2

!3=2

e� 13:60 eV=(kBT); (24)

and also degree of dissociation,y can be obtained in a similar
manner (Black & Bodenheimer 1975),

y2

1 � y
=

mH

2X�

 
mHkBT
4� ~2

!3=2

e� 4:48 eV=(kBT): (25)

The gas is essentially a mixture of hydrogen in all forms (atoms,
ions & molecules) with a mass fraction ofX, helium with a mass
fraction ofY and negligible fraction of metals. For such a com-
position the total density of gas is de�ned as� = n� mH, where
the mean molecular weight� can be expressed as (e.g., Black &
Bodenheimer 1975)

�
4

=
�
2X(1 + y + 2xy) + Y

� � 1 : (26)

Such a gas mixture is further assumed to be thermally ideal so
that pressure and temperature are related byp = � kBT=(� mH).

The most crucial part is to express a caloric EoS that can
account for contributions from various degrees of freedom and
processes like ionization and dissociation. Thus, the gas internal
energy density (� e)gas for the mixture is given by

(� e)gas = (� H2 + � HI + � HII + � H+H + � He)
� kBT
mH

; (27)

where each term in parenthesis is dimensionless and can be ob-
tained from an appropriate partition functionZ and Eq. (18).
Table 1 summarizes the di� erent contribution to the gas internal
energy.

In the case of molecular hydrogen,� H2, terms that correspond
to vibrational and rotational degree of freedom are also consid-
ered. These terms are evaluated using the partition function of
vibration� v and rotation� r that have explicit and a non-linear de-
pendence on temperature. Additionally, the rotational partition
function also takes into account the para/ortho H2 spin states
(Boley et al. 2007). Thus, the total gas internal energy density
has a non-linear dependence on the temperatureT and density
throughx andy (see Eqs. (24) and (25)).

The left and middle panels of Fig. 1 show the variation of
� (�; T) (Eq. (26)) and gas internal energy in ergs with temper-
ature,T, for four values of density in g cm� 3 respectively. The
values of� are bounded between the upper value� 2.3, corre-
sponding to a fully molecular medium at low temperatures and
a lower value� 0.6 at high temperatures representing a fully ion-
ized medium. The transition between these bounds is smooth at
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Fig. 1.Variation of mean molecular weight� , internal energy density of the gas (� e)gasand �rst adiabatic index� 1 with temperature. The di� erent
colored curves represent four values of �xed density in g cm� 3, viz., 10� 4 (red), 10� 8 (green), 10� 12 (blue) and 10� 16 (black). The values of (� e)gas
and� 1 are obtained at equilibrium between ortho and para hydrogen.

large densities� = 10� 4 g cm� 3 while it forms an intermediate
plateau atT � 103 K at low density values (black curve). The
�rst transition occurs in the temperature range where molecules
begin to dissociate to form atomic hydrogen. A second transi-
tion takes place where atomic hydrogen becomes ionized. The
same transitions can be observed in the pro�le of internal en-
ergy. From a physical point of view they indicate that the energy
at these temperatures becomes available to dissociate or ionize
the gas rather than heating the gas so that temperature remains
approximately constant. Away from these transition regions, the
dependence of (� e)gas(mH=� ) is linear and increases monotoni-
cally with the gas temperature. The last panel of the same �gure
shows the variation of �rst adiabatic exponent,� 1 with tempera-
ture. At low temperatures, the gas behaves as a monoatomic ideal
gas undergoing adiabatic process with� 1 = 5=3. This is also true
at very large temperatures where the gas contains ions and elec-
trons. From the previous considerations, we see a sharp decrease
in � 1 from its maximum value of 5=3 to values around unity
(corresponding to an isothermal limit) for a low-density plasma
(black curve). On the other hand, a single dip atT > 104 K is
seen at larger densities (red curve).

In addition to the study of planet formation in accretion
disks, the H–He EoS is an important ingredient in the physics of
proto-stellar formation from collapse of dense molecular cores.
Radiation hydrodynamics simulations (Masunaga et al. 1998;
Masunaga & Inutsuka 2000) have put forth detailed understand-
ing of thermodynamics in presence of gravitational collapse.
At the onset of collapse, compressional heating in the dense
(� � 104� 5 g cm� 3) and cold (T � 10 K) core increases the cen-
tral temperature up toT � 100 K adiabatically. As the tempera-
ture increases further, rotational states of H2 are excited and the
system evolves with an e� ective adiabatic index of 7/5 with the
ensuing formation of a pressure-supported �rst core. A further
increase in temperature beyond 103 K results in dissociation of
H2 which acts as an e� cient cooling mechanism leading to a
second collapse.

However, not all astrophysical problems can be treated in
LTE limit. A classical case is that of a jet, where the recombi-
nation time scales are comparable to that of dynamical time. In
such a scenario, LTE assumptions become invalid and a non-
equilibrium approach has to be adopted as described in the fol-
lowing section.

2.6. Non-equilibrium hydrogen chemistry

Astrophysical �ows in HII regions, supernova remnants, star
forming regions are some classical examples where optically
thin cooling time scales are comparable to the dynamical time.
In such environments, ionization and dissociation fractions are
far from LTE and their estimation based on Saha fractions can
give large errors. In such cases, the number density of various
species is more accurately determined by solving the chemical
rate equations,

dni

dt
=

X

j;k

K j;kn jnk � ni

X

j

K i; jn j ; (28)

wheren is the number density,K j;k is the rate of formation ofith
specie from allj andk species whileK i; j is the rate of destruction
of theith specie due to allj species.

In addition, proper treatment should be carried out to evolve
the internal energy to account for losses due to optically thin
radiation,

d(� e)
dt

= � � (n; X;T); (29)

where � (n; X;T) is the optically thin radiative loss term.
Radiative losses imply that the emitted photons due to di� erent
physical processes (e.g., ionization, metal line cooling) freely
stream (without di� usion) away from the region where they are
produced and eventually escape into the surroundings resulting
into an e� ective decrease in total gas internal energy.

In presence of cooling, the gas internal energy, (� e)gas, will
be di� erent from that de�ned by Eq. (27). Indeed, only con-
tributions due to translational and internal degrees of freedom
(from H, He and H2) should be included. Conversely, terms cor-
responding to the emission of photons (e.g., ionization, disso-
ciation, roto-vibrational cooling of H2 molecule) are correctly
accounted for by the right hand side of Eq. (29) in the� term.
Therefore Eq. (27) now becomes

(� e)gas = (� H2 + � HI + � He)
� kBT
mH

; (30)

where, expressions for each of the internal energy components
are given in Table 1. A similar contribution to gas internal energy
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