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ABSTRACT

The 500ks Chandra ACIS-I observation of the field around the z = 6.31 quasar SDSS J1030+0524 is currently the fifth deepest
extragalactic X-ray survey. The rich multi-band coverage of the field allowed an effective identification and redshift determination
of the X-ray source counterparts; to date, a catalog of 243 extragalactic X-ray sources with either a spectroscopic or photometric
redshift estimate in the range z ≈ 0−6 is available over an area of 355 arcmin2. Given its depth and the multi-band information,
this catalog is an excellent resource to investigate X-ray spectral properties of distant active galactic nuclei (AGN) and derive the
redshift evolution of their obscuration. We performed a thorough X-ray spectral analysis for each object in the sample, and measured
its nuclear column density NH and intrinsic (de-absorbed) 2–10 keV rest-frame luminosity, L2−10. Whenever possible, we also used
the presence of the Fe Kα emission line to improve the photometric redshift estimates. We measured the fractions of AGN hidden
by column densities in excess of 1022 and 1023 cm−2 ( f22 and f23, respectively) as a function of L2−10 and redshift, and corrected for
selection effects to recover the intrinsic obscured fractions. At z ∼ 1.2, we found f22 ∼ 0.7−0.8 and f23 ∼ 0.5−0.6, respectively,
in broad agreement with the results from other X-ray surveys. No significant variations in X-ray luminosity were found within the
limited luminosity range probed by our sample (logL2−10 ∼ 42.8−44.3). When focusing on luminous AGN with logL2−10 ∼ 44
to maximize the sample completeness up to large cosmological distances, we did not observe any significant change in f22 or f23
over the redshift range z ∼ 0.8−3. Nonetheless, the obscured fractions we measure are significantly higher than is seen in the local
Universe for objects of comparable intrinsic luminosity, pointing toward an increase in the average AGN obscuration toward early
cosmic epochs, as also observed in other X-ray surveys. We finally compared our results with recent analytic models that ascribe
the greater obscuration observed in AGN at high redshifts to the dense interstellar medium (ISM) of their hosts. When combined
with literature measurements, our results favor a scenario in which the total column density of the ISM and the characteristic surface
density of its individual clouds both increase toward early cosmic epochs as NH,ISM∝ (1 + z)δ, with δ ∼ 3.3−4 and Σc,∗ ∝ (1 + z)2,
respectively.

Key words. galaxies: active – X-rays: general – galaxies: high-redshift – quasars: supermassive black holes

1. Introduction

The characterization of active galactic nuclei (AGN) demo-
graphics and their evolution is crucial to understanding the his-
tory of the accretion onto supermassive black holes (SMBHs)
and their relation with their host galaxies. We know that the
masses of SMBHs residing in the centers of most galaxies cor-
relate with the host properties, such as stellar luminosity, stellar
? Full Table 3 is only available at the CDS via anonymous

ftp to cdsarc.cds.unistra.fr (130.79.128.5) or via https://
cdsarc.cds.unistra.fr/viz-bin/cat/J/A+A/676/A49

mass, and bulge velocity dispersion (e.g., Marconi & Hunt 2003;
Ferrarese et al. 2006; Kormendy & Ho 2013; de Nicola et al.
2019). These correlations indicate a co-evolution scenario of
SMBHs and galaxies across cosmic epochs that has been observa-
tionally investigated and theoretically modeled (e.g., Croton et al.
2006; Somerville et al. 2008; Fabian 2012; Habouzit et al. 2019;
Ricarte et al. 2019), but is still far from being understood in its
entirety. For example, in the early Universe the very formation and
accretion processes leading to the first SMBHs are still debated.
A simple accretion history on stellar mass black holes formed by
the first stars is challenged by the discoveries of SMBHs of 1–10
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billion solar masses at redshifts higher than 6 (Mortlock et al.
2011; Wu et al. 2015; Bañados et al. 2016; Farina et al. 2022; see
also Fan et al. 2022, for a recent review). To match these masses,
the accretion process needs to be Eddington-limited or even super-
Eddington for long times, or we need to have very massive black
hole “seeds” to start with.
Although both the accretion process and the masses of the seeds
are still debated, the majority of galaxies are thought to have
undergone an active nuclear phase, in which they can be detected
as AGN (Kormendy & Ho 2013). This makes investigations of
AGN at different cosmic epochs crucial so that we can understand
the growth and evolution of both SMBHs and galaxies.

However, the presence of gas and dust, both in the inner-
most nuclear regions and across the whole host galaxy, poses
a significant challenge to AGN detection and characterization,
given the damping of the emission in the optical-UV band, where
AGN intrinsic power peaks. AGN population synthesis models
agree that most SMBH growth is hidden to our view by high gas
column densities (see, e.g., Gilli et al. 2007; Ueda et al. 2014;
Ananna et al. 2019). This scenario has been confirmed by several
observational works (e.g., Lanzuisi et al. 2018; Vito et al. 2018),
which further show that, at high redshifts (z > 3–4), the fraction
of luminous AGN obscured by column densities NH > 1023 cm−2

is particularly high, ∼80%, as opposed to 20–30% measured in
the local Universe (see, e.g., Torres-Albà et al. 2021).

X-ray surveys provide one of the most effective ways to
detect obscured AGN over a wide range of redshifts and
luminosities (see, e.g., Brandt & Alexander 2015; Xue 2017;
Hickox & Alexander 2018, for an extensive review), and are
therefore key to finding and characterizing accreting supermas-
sive black holes in the early Universe. While the AGN emis-
sion in the X-rays is <10% of the overall AGN luminosity (e.g.,
Lusso et al. 2012; Duras et al. 2020), it undergoes very little con-
tamination from non-AGN processes (e.g., X-ray binaries, diffuse
gas emission), and is significantly less biased against obscuration
than optical emission. These reasons make X-ray surveys a great
and efficient way to detect AGN and to characterize them and their
obscuration. Several works have used X-ray data to investigate the
evolution of AGN obscuration with cosmic times (La Franca et al.
2005; Tozzi et al. 2006; Treister & Urry 2006; Ueda et al. 2014;
Buchner et al. 2015; Aird et al. 2015; Liu et al. 2017; Vito et al.
2018; Lanzuisi et al. 2018; Iwasawa et al. 2020; Peca et al. 2023).
These works find that the fraction of obscured objects increases
with redshift, but the physical origin of this trend is not com-
pletely understood (see, e.g., Iwasawa et al. 2012). There are
indeed arguments that suggest that the properties of the obscur-
ing torus do not evolve significantly: for example, the spectral
energy distributions (SEDs) of AGN are the same at very dif-
ferent redshifts (Richards et al. 2006; Bianchini et al. 2019). This
means that the covering factor of the dusty torus is unlikely
to change with time. The properties of the interstellar medium
(ISM) of the host galaxies, instead, vary significantly with time.
The content of gas is higher at early cosmic times (see, e.g.,
Scoville et al. 2017; Tacconi et al. 2018; Aravena et al. 2020), and
galaxies are also smaller in size (Allen et al. 2017; Fujimoto et al.
2017). This means that, as the ISM density increases at high red-
shift, its column density can reach very high values and be the
principal contribution to the obscuration of AGN, as shown in
several recent works (e.g., Circosta et al. 2019; D’Amato et al.
2020; Gilli et al. 2022). This has also been shown by hydrody-
namic (Trebitsch et al. 2019) and cosmological (Ni et al. 2020)
simulations.

In this work we investigate the X-ray properties and derive
the obscured fraction of the AGN sample in the J1030 Chandra

deep survey. In 2017 Chandra observed a 355 arcmin2 region
around the z = 6.31 quasar SDSS J1030+0525 for ∼500 ks.
The field around it has dense multi-wavelength coverage,
being observed with MUSYC-DEEP, HST/WFC3, HST/ACS,
VLT/MUSE, WIRCam, IRAC (see, e.g., Peca et al. 2021). The
Chandra survey has a 0.5–2 keV flux limit f0.5−2 keV = 6 ×
10−17 erg s−1 cm−2 in the central square arcmin and it is, to date,
the fifth deepest extragalactic X-ray field (Nanni et al. 2020).
The survey resulted in the detection of 256 sources, of which
3 are identified as stars based on their spectra, and 4 more based
on their brightness in the K band and low X-ray-to-optical rate
(Nanni et al. 2020; Marchesi et al. 2021). Among the remain-
ing 249 extragalactic sources, Marchesi et al. (2021) were able
to compute a photo-z for 243 of them, which make the sample
considered in this work.

Multiple spectroscopic campaigns allowed the determina-
tion of the spectroscopic redshifts for 135 objects out of these
243 (i.e., 56% of the extragalactic sample; Marchesi et al. 2021,
2023). Here we present the complete spectral analysis of the
X-ray spectra of the 243 Chandra J1030 extragalactic objects.
Our goal is to determine the physical properties of these sources
and to study the evolution of the obscured AGN fraction with
luminosity and redshift. The paper is structured as follows: in
Sect. 2 we describe the X-ray sample and the reduction of the
Chandra data; in Sect. 3 we describe the X-ray spectral analysis
and its overall results for the sample; in Sect. 4 we derive the
obscured AGN fraction in the J1030 Chandra field as a function
of luminosity and redshift and for different absorption thresh-
olds; in Sect. 5 we discuss the results, the physical interpreta-
tions and the limits of our work, and in Sect. 6 we draw our
conclusions. Throughout the rest of the work we assume a flat
ΛCDM cosmology with H0 = 69.6 km s−1 Mpc−1, Ωm = 0.29
and ΩΛ = 0.71 (Bennett et al. 2014).

2. Sample description and X-ray spectral extraction

The Chandra J1030 extragalactic sample is made of 243 objects,
for which we have a redshift estimate that can be either pho-
tometric or spectroscopic. In Fig. 1 we show the redshift dis-
tribution of the objects in the catalog; a spectroscopic redshift
estimate is available for 135 of them. For 20 out of the 108
photometric estimates, the redshift probability distribution is
flat (see Marchesi et al. 2021)1. In Fig. 1 we show their mini-
mum redshift estimate. The 135 objects with spectroscopic red-
shift also have spectral classification and are divided into four
categories (see Marchesi et al. 2021): 20 narrow-line AGN (NL-
AGN), 43 broad-line AGN (BL-AGN), 32 early type galax-
ies (ETG), and 40 emission line galaxies (ELG). The numbers
above are updated with respect to the values reported in
Marchesi et al. (2021), following new spectroscopic observa-
tions (Marchesi et al. 2023).

Regarding the objects with only photometric redshift, recent
works have proposed a way to derive an additional redshift
estimate from the X-ray spectra (e.g., Simmonds et al. 2018;
Sicilian et al. 2022). The method was tested for a subsample of
the catalog in Peca et al. (2021). However, this method, requires
highly obscured objects with a large number of counts (N > 150,
Sicilian et al. 2022) to give redshift estimates that are more accu-
rate and reliable than the photometric values. Given the average
properties of the sources in our sample, the X-ray spectrum is

1 The photometric SED and redshift probability distributions can be
found on the website: http://j1030-field.oas.inaf.it/xray_
redshift_J1030.html
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Fig. 1. Redshift distribution of the J1030 Chandra catalog. The his-
tograms show the distribution for the whole sample (blue dashed) and
the distribution for the objects with spectroscopic redshift (red filled).
A spectroscopic redshift is available for 135 out of 243 objects. Also
shown is the redshift lower limit for the 20 objects for which the photo-
metric redshift probability distribution is flat (green striped).

Fig. 2. Count histogram for the J1030 field Chandra catalog. There
are 39 out of 243 objects that have more than 150 net counts in the
0.5–7 keV range, shown as the light blue filled part of the histogram.

likely to provide a more precise redshift estimate only when the
Fe Kα line is detected. This will be discussed in Sect. 3.

The spectra are extracted using the software Chandra Inter-
active Analysis of Observations (CIAO) v.4.13. For the choice of
the extraction radius, we performed a preliminary ad hoc anal-
ysis. We argue that, as the PSF broadens with the increasing of
the off-axis angle of the object, the best choice for the extraction
radius might be different for objects at different off-axis angles.
Furthermore, we expect to include more signal in a larger radius
when the signal to noise ratio (S/N) is higher; given this, we
might need different radii between low- and high-count objects.

To investigate this issue, we performed an analysis on a
randomly chosen subsample of 35 objects that span the off-axis-
count plane in the same way as the whole sample. We extracted
and fitted the spectra obtained with different extraction radii,
corresponding to the 75% 80%, 85%, 90%, and 95% of the encir-
cled energy. We then compared the S/N obtained with each encir-
cled energy choice. The S/N varies significantly between the
different choices and, more importantly, there is no clear trend
of the maximum of the S/N with the off-axis angle and/or the
object counts. Therefore, we deemed an extraction radius R that
corresponds to 90% of the encircled energy to be a good choice

Fig. 3. Photon index distribution for the 39 objects with more than 150
net counts. A Gaussian fit gives 〈Γ〉 = 1.89, σ = 0.36.

for all the objects in our sample, consistent with what is already
present in the literature (e.g., Marchesi et al. 2016).

For each object, we also extracted a background spectrum
in an annulus of radii R+2.5′′ and R+20′′, manually removing
from the annulus any possible contaminating source. The selected
background regions provided a sufficient sample for background
estimation, allowing the spectral fitting analysis to proceed. For
each object, we used the CIAO command specextract to extract
the source and the background spectrum and to build the response
matrix (RMF) and the ancillary response files (ARFs). This was
done for each of the ten observations and the results were then
combined with the CIAO tool combine_spectra. To avoid empty
channels, the resulting spectra were binned to a minimum of one
count per bin. In the end, for each object, we produced the com-
bined source spectrum, the combined background spectrum, and
the combined RMF and ARF files.

3. Spectral analysis

Once the spectra and the ancillary files were derived, we fitted
them using sherpa (Freeman et al. 2001), fitting the background
together with the source. We discuss the background fitting pro-
cedure further in Appendix A.

The source spectral shape is modeled with an absorbed
power law. The Galactic absorption (NH,Gal = 2.5× 1020 cm−2)
and the redshift are fixed parameters, while the column den-
sity at the source redshift, NH, is always assumed to be a free
parameter. In principle, the power-law photon index Γ should
also be left free to vary. However, given the well-known degen-
eracy between Γ and NH, in low-statistic spectra, a fit with both
parameters free to vary can lead to unreliable results. For this
reason, we decided to fix the photon index Γ and leave the col-
umn density NH as the only free parameter in sources with 0.5–
7 keV net counts below a given threshold. After some tests, we
decided to put the threshold at 150 net counts in the 0.5–7 keV
band. In Fig. 2 we show the net counts distribution (in the 0.5–
7 keV band) for the objects in the catalog. Given the Poissonian
nature of the data, we used the C statistic to perform the fit (Cash
1979).

We first performed the fit procedure for the 39 objects with
more than 150 counts. In Fig. 3 we show the resulting photon index
distribution; when fitted as a Gaussian, we found 〈Γ〉 = 1.89 and
a standard deviation σΓ = 0.36. So we assume Γ = 1.9 as a fixed
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Fig. 4. X-ray spectra in the 0.5–7 keV energy range (blue points) and best-fit models (orange solid lines) for four representative objects in the
sample. In the lower panel, residuals are shown. The obscuration levels range from unobscured to heavily obscured. The lower panels show the
residuals (data-model) of the fit.

parameter in fitting the objects with less than 150 counts. This
value is also consistent with average values of the photon index Γ
found in the literature (Mainieri et al. 2007; Lanzuisi et al. 2013;
Marchesi et al. 2016; Liu et al. 2017). The free parameters of the
fit are then three (the power-law slope, the normalization, and the
column density) when the objects have more than 150 counts, and
two (the power-law normalization and the column density) other-
wise. We derived 90% uncertainties on the fitted parameters with
sherpa get_conf(). In Fig. 4 we show four representative X-ray
spectra in our sample. For 131 objects out of 243 the fit procedure
returned only upper limits for the column density NH; for the oth-
ers, we obtained NH estimates with upper and lower bounds. We
note that an absorbed power-law model may not be an accurate
representation of the X-ray spectra of the most heavily obscured,
Compton-thick AGN (NH > 1024 cm−2), where reflection com-
ponents may dominate over the transmitted ones (Comastri et al.
2010; Marchesi et al. 2018). Nonetheless, the primary objective
of this study is to determine the fraction of obscured AGN using
absorption thresholds of 1022 or 1023 cm−2. In this regard, we
contend that an absorbed power-law model is well suited for
discerning whether the obscuration of an object exceeds the
aforementioned thresholds.

The Fe Kα line at 6.4 keV is a common feature of X-ray
AGN spectra; the more obscured an object is, the more promi-
nent this feature becomes, given the suppression of the pri-
mary continuum. Therefore, we expect to find it in a fraction
of objects. To check for this presence, we performed the spectral
fitting again, adding a new component to the source model, to
search for the presence of a line at 6.4 keV. We applied one of
two different strategies depending on whether the source has a
spectroscopic redshift determination or a photometric one.

For objects with spectroscopic redshifts, we performed a new
fit with the same model as before but with the addition of a sin-
gle Gaussian line with 0.05 keV width. We considered the pres-
ence of the line to be significant when compared to the statistic
of the best-fitting simple absorbed power-law model; we obtain
∆C > 2.7 as we are adding one free parameter to the fit, the
line normalization. This corresponds to a 90% confidence level
for one parameter of interest (see, e.g., Avni 1976; Tozzi et al.
2006; Brightman et al. 2014). This happens for 9 objects out of
135: XID 2, XID 4, XID 8, XID 31, XID 44, XID 70, XID 73,
XID 114, XID 115. For these objects, we also derived the rest-
frame equivalent width of the Fe Kα line. The results are shown
in Table 1.
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Table 1. Best-fit parameters for the nine objects with spectroscopic red-
shifts where a significant Fe Kα line is detected at 6.4 keV.

XID z CNTS NH Γ EW (keV)

2 0.628 827 1.6+0.6
−0.6 1.9+0.2

−0.2 0.14+0.09
−0.06

4 2.013 259 <4 1.9+0.4
−0.3 0.19+0.12

−0.10
8 2.78 102 31.53+15.91

−14.82 1.9 0.21+0.12
−0.08

31 2.377 154 <2.7 2.0+0.3
−0.3 0.20+0.17

−0.11
44 1.486 195 3.2+3.2

−2.9 2.4+0.5
−0.5 0.24+0.42

−0.12
70 0.764 228 4.1+2.4

−2.2 1.7+0.5
−0.5 0.21+0.21

−0.12
73 2.171 226 <4.3 2.0+0.4

−0.3 0.24+0.12
−0.10

114 0.533 159 <0.9 2.2+0.6
−0.4 0.74+0.50

−0.42
115 0.76 76 7.7+4.0

−3.0 1.9 0.41+0.24
−0.17

Notes. The counts are the net full counts; the photon index Γ is free to
vary if there are more than 150 net counts of the source, while it is fixed
if there are fewer than 150. The column density NH is shown in units of
1022 cm−2. The equivalent width of the emission line is shown in keV.
Errors are at the 90% confidence level.

Table 2. Same as Table 1, with the addition of the best-fitting line red-
shift (zline) and associated 90% uncertainties.

XID zphot CNTS NH Γ EW zline

46 1.64+1.08
−0.44 148 3.0+3.1

−2.7 1.9 0.38+0.22
−0.17 1.45+0.05

−0.05
137 1.98+3.2

−0.48 55 10.3+11.3
−8.3 1.9 0.6+0.3

−0.2 2.23+0.08
−0.07

167 2.94+0.72
−0.72 22 <237 1.9 0.92+2.63

−0.50 3.32+0.13
−0.12

193 0.61+0.13
−0.15 35 5.5+4.0

−2.7 1.9 0.54+0.44
−0.33 0.68+0.04

−0.06
200 1.49+1.57

−0.21 112 <2.1 1.9 0.3+0.1
−0.1 1.43+0.07

−0.06
205 2.34+2.44

−1.78 38 104+254
−61 1.9 12.8+12.2

−7.4 2.83+0.15
−0.10

345 0.44+0.18
−0.01 180 <9 0.9+2.1

−0.9 7.2+14.0
−5.7 0.62+0.03

−0.02

For objects for which we only have a photometric redshift
estimate, the uncertainties on the redshift value are much big-
ger. Therefore, in searching for a significant Fe Kα line, we let
the redshift of the model be a free parameter. We performed the
fit with a single power-law model with the addition of a single
Gaussian line with a fixed 6.4 keV energy and a fixed 0.05 keV
width, imposing the line redshift to be the same as the absorbed
power-law. In this case, there are two additional parameters to
the fit, which are the redshift and the line normalization. There-
fore, we consider the presence of the emission line significant if
the difference in the statistic is ∆C > 5.4. We found this to be true
for 7 objects: XID 46, XID 137, XID 167, XID 193, XID 200,
XID 205, and XID 345, whose properties are shown in Table 2.
From this fit, we derive a redshift estimate, which in all cases is
consistent with the photometric one, but provides a much smaller
uncertainty. The average uncertainty on the redshift estimate for
these objects goes from 0.94 in the photometric case to 0.07. We
note that for the object XID 205, which has a photometric red-
shift estimate of z = 2.34+2.44

−1.78, we get an X-ray redshift estimate
of z = 2.82+0.15

−0.11, which is consistent with the redshift of the large-
scale structure discovered in the field, z = 2.78 (Marchesi et al.
2023).

Often a double power-law component is needed to fit AGN
X-ray spectra, to model scattered emission which is typically
found in obscured sources (Ueda et al. 2007). To test for the
presence of this component, we assumed a phenomenological
model and we performed again the fit adding a power-law com-
ponent with the same photon index as the main one, with no

absorption and with a multiplicative constant whose maximum
value was fixed at 0.3. Therefore, we only have one additional
parameter, the multiplicative constant. We looked for objects for
which ∆C > 2.7 but we found none. This differs from the results
in previous studies, where at least a few percent of objects are
usually found to have a significant double power-law component
(e.g., Marchesi et al. 2016).

This might be caused by the decrease in the effective area
of the Chandra telescope at energies below ∼1.5 keV, mostly
caused by the deposition of materials on the Advanced CCD
Imager Spectrometer (ACIS) detector.

3.1. Column density probability distributions

From the spectral fit, we obtain for each object a NH estimate;
for 131 out of 243 objects, the estimate is an upper limit for
the NH value, while for the others we have a best-fit NH value
with upper and lower bounds. We can better understand the NH
estimates by deriving the NH probability distributions for the
objects in our sample. We used the sherpa command int_proj
to compute the fit statistic C as the NH parameter is varied from
1019 to 1026 cm−2, using a logarithmic step of ∆ log(NH) = 0.07.
Given the statistic values, we derived the probability distribu-
tion p(log(NH) ∝ exp(−C/2)) and normalized its integral to one.
In Fig. 5 we show, as an example, the NH probability distribu-
tions of the objects shown in Fig. 4. For XID 54 and XID 77,
the fitting procedure returns an upper limit for the NH estimate.
However, we can see that the probability distributions are very
different: for XID 54, each NH value below ∼1022 cm−2 is more
or less equally likely; instead for XID 77 and XID 116, there is a
clear peak of the probability distribution around ∼3× 1022 cm−2,
although the fit was not able to retrieve a lower bound to the
NH estimate. This is true for more than half of the objects in
the sample. The NH probability distributions are in many cases
asymmetric, with low NH values having a higher probability even
when the peak of the distribution is at high NH values. Instead,
XID 1892 presents a case in which the best-fitting NH is well
constrained, with a 90% lower limit higher than zero. The fit in
this case is indeed able to retrieve both an upper and a lower
bound for NH. As can be seen with these examples, the proba-
bility distribution is a more accurate way to describe the column
density of a source, compared with the nominal NH value that
we obtain from the fit. We therefore chose to use the p(log(NH))
to derive the obscured fractions, as we discuss in Sect. 4. The
NH probability distributions for all the objects in the sample are
available on the project webpage3.

3.2. Results

At the end of our spectral analysis, we derived the column density
NH for the 243 AGN in the J1030 Chandra field. The catalog with
the basic physical properties derived from our analysis is available
online;4 in Table 3 we show a portion of it. For each object, we pro-
vide the column density, the photon index, the (de-absorbed) rest-
frame 2–10 keV luminosity, and relative 90% uncertainties. In
Fig. 6 we show the global NH-redshift distribution for the sample;
the objects are shown with different symbols and colors depend-
ing on their spectral identification (Marchesi et al. 2021). A trend

2 Which, we note, is also the central object of the protocluster
described in Gilli et al. (2019).
3 http://j1030-field.oas.inaf.it/xray_redshift_J1030.
html
4 http://j1030-field.oas.inaf.it/chandra_1030
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Fig. 5. NH probability distributions for the four objects shown in Fig. 4. The yellow dashed lines show the values of NH at which the minimum of
the fit statistic is found. For the two objects in the upper panels, we could only derive upper limits to the NH measurements, whereas for the two
objects in the lower panels, a significant (>90% c.l.) column density was measured.

of NH with redshift can be seen: objects at higher redshift have
on average higher NH values. This is partly due to a selection
effect. When moving toward higher redshifts, the photoelectric
absorption cutoff moves outside the limit of the observing band,
and it is therefore more difficult to constrain lower NH values
(Civano et al. 2005; Lanzuisi et al. 2013). A thorough analysis of
the obscured fraction trend with redshift that takes this factor into
account is provided in the next section.

It should be noted that the column densities we obtain for
objects for which we have a classification from the optical spec-
trum are consistent with the optical classifications themselves:
BL-AGN (in blue) have low column densities, and for 90% of
them the spectral fit can only obtain an upper limit for NH, while
NL-AGN (in red) have higher average column densities and the
fraction for which we get upper limit for NH is 40%. This fraction
is 51% for ELGs and 52% for ETGs. The sources for which we
obtain the higher NH values are more likely to be those without
an optical spectral classification (in gray), which is consistent
with them being obscured and therefore not easily observed in
the UV-optical. In Fig. 7 we show the intrinsic (i.e de-absorbed)
rest-frame 2–10 keV luminosity versus redshift, with the same
classification code.

4. Obscured fraction

Our goal here is to investigate the dependence of the column
density NH on redshift and luminosity. We have to consider
that at different redshifts we sample different average luminosi-
ties. In the literature there is evidence of the obscuring frac-
tion being a function of both redshift and luminosity (see, e.g.,
Ueda et al. 2014; Aird et al. 2015; Ananna et al. 2019). There-
fore, we need to perform our analysis at a fixed luminosity to
derive the evolution of NH with redshift, and at a fixed redshift
to derive the NH dependence on luminosity. We considered the
intrinsic luminosity-redshift plane, which can be seen in Fig. 8,
and we selected only the objects that have a hard band detec-
tion, which is 203 out of 243, to get a uniform selection function
and to apply reliable correction to go from observed to intrinsic
obscured fractions (see Sect. 4.1).

For the luminosity-dependence analysis, we selected the sub-
sample shown in blue, where the average redshift is ∼1.2 in each
bin. This subsample can be divided into three luminosity bins,
with 42.8 < log(L2−10 keV) < 43.3, 43.3 < log(L2−10 keV) < 43.8,
and 43.8 < log(L2−10 keV) < 44.5, respectively. In each bin, we
have 38, 32, and 18 objects, respectively. Of these objects, the
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Table 3. Chandra J1030 spectral catalog.

XID z CNTS log(NH) Γ log(L2−10 keV) cstat/d.o.f.
cm−2 erg s−1

1 3.18+1.3
−1.3 252+17

−16 <22.93 1.52+0.33
−0.23 44.63+0.15

−0.08 144.1/172
2 0.6279 827+30

−29 22.20+0.14
−0.19 1.93+0.22

−0.22 43.70+0.04
−0.04 288.8/296

3 1.0974 164+14
−13 22.52+0.25

−0.49 2.12+0.53
−0.48 43.59+0.13

−0.11 99.6/134
4 2.0133 259+17

−16 <22.79 1.85+0.36
−0.32 42.29+0.13

−0.10 127.5/171
5 0.9679 37+7

−6 <22.40 1.9 42.76+0.18
−0.15 265.7/289

6 0.5181 993+33
−32 <21.24 1.903+0.12

−0.10 43.51+0.03
−0.03 59.79/72

Notes. For each object, we provide the redshift (which is derived from spectroscopy when provided without uncertainties, from photometry
otherwise), the (0.5–7 keV) counts (see Nanni et al. 2018) the logarithm of the column density, the photon index (which is fixed to 1.9 when there
are fewer than 150 counts), the intrinsic rest-frame 2–10 keV luminosity and the value of the C-statistic over degrees of freedom. Six objects also
have a redshift estimate derived from the presence of the Fe Kα line (see Table 2). This table is available in its entirety in machine-readable form
at the CDS.

Fig. 6. NH-redshift distribution of all the objects in the catalog. Up- and right-pointing arrows show the redshift and NH lower limits for objects
with a flat photometric redshift probability curve. Upper limits are shown as down-pointing triangles. The spectral types are color-coded: red,
NL-AGN, blue, BL-AGN, yellow, Early Type Galaxies, aquamarine, Emission Line Galaxies, gray, no spectral identification

ones with a spectroscopic redshift estimate are 19 out of 38 in
the first bin, 11 out of 32 in the second bin, and 11 out of 18 in
the third bin.

For the redshift dependence analysis, we selected a subsam-
ple of objects, shown in green, with an average luminosity of
1044 erg s−1. This subsample is then divided into three subsam-
ples with redshift 0.8 < z < 1.6, 1.6 < z < 2.2, and 2.2 < z < 2.8.
In each redshift bin, the average luminosity is ∼1044 erg s−1, and
we have 18, 24, and 20 objects per bin, respectively. Out of these
objects, the ones with a spectroscopic redshift estimate are 11
out of 18 in the first bin, 11 out of 24 in the second bin, and 14
out of 20 in the third bin.

These bins were selected to maximize the source statistics,
while keeping the best completeness in each bin. We note that
for the few objects with a flat redshift probability distribution

(4 out of a total of 60 objects in the five different bins), we used
their best redshift estimate to determine whether they belong to
a certain bin.

4.1. Obscured fraction dependence on 2–10 keV luminosity

We want to derive the obscured fraction f22 (the fraction of
objects with a column density NH > 1022 cm−2) and f23 (the frac-
tion of objects with a column density NH > 1023 cm−2). For each
object, we could simply use the best-fit value of NH as the NH
estimate. However, this does not take into account how likely it
is for the true NH value for a given object to be that of the nom-
inal result of the fit. Furthermore, for objects with similar NH
values (or upper limits), the probability distributions can vary
significantly from one object to another, as shown before.
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Fig. 7. Distribution of the intrinsic (de-absorbed) rest frame 2–10 keV luminosity for the 243 objects in the catalog. Up- and right-pointing triangles
show the redshift and luminosity lower limits for objects with a flat photometric redshift probability curve. The color-coding for the spectral types
is the same as in Fig. 6.

Fig. 8. Intrinsic rest-frame 2–10 keV luminosity as a function of redshift for the 203 Chandra J1030 sources detected in the 2–7 keV band. Up- and
right- pointing triangles show the redshift and luminosity lower limits for objects with a flat photometric redshift probability curve. The subsample
used for the analysis of the NH-redshift evolution (Sect. 4.2) is in green; the subsample used for the analysis of the NH-luminosity evolution
(Sect. 4.1) is in blue. The dashed purple line represents the survey sensitivity curve, at 50% of the field coverage (Nanni et al. 2020).

Considering all of this, we derived the obscured fractions
using the probability distribution functions described in Sect. 3.
For each object, we considered the fraction of p(log(NH)) at NH
values higher than 1022 cm−2 (1023 cm−2). We summed all the
fractions for the objects in a given luminosity bin and got an
estimate of the number of obscured sources that correctly takes
into account the probability distribution functions. By dividing
this number by the total number of objects in the bin, we obtain
the observed obscured fraction. We performed this for the two

different obscuration thresholds (1022 cm−2 and 1023 cm−2) and
for each luminosity bin.

In Fig. 9 we show the comparison between the results
obtained via this procedure, which uses the p(log(NH)), and
using the nominal values of NH. It can be seen that using the
p(log(NH)) we get obscured fractions f that are systematically
lower than the others (even by ∆ f ∼ 0.18). This is expected, as
most NH probability distributions are skewed toward lower NH
values. Therefore, there are objects for which the nominal NH
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Fig. 9. Fraction of obscured z ∼ 1.2 AGN as a function of intrinsic 2–10 keV luminosity. The purple triangles show the observed obscured fractions
derived using the nominal NH value derived from the fit. The gold circles are the values obtained using the probability distribution of NH. The
second set of points is shifted by 0.05 on the log(L) axis for visual clarity. The 1-σ uncertainties, derived with the bootstrapping procedure, are
shown. This figure highlights the relevance of using the probability distributions in deriving the obscured fraction of AGN. These results are still
not corrected for the survey sky coverage (for those, see Fig. 11). Left: obscured fraction derived using NH > 1022 cm−2 as the threshold ( f22).
Right: obscured fraction derived using NH > 1023 cm−2 as the threshold ( f23).

value can be higher than the obscuration threshold, but that does
not overall contribute much to the obscured population in terms
of its probability distribution. The asymmetry of the probability
distributions mainly depends on the lack of information at soft
X-ray energies. Because of this, it is often possible in the fit-
ting procedure to get a high obscuration level excluded, but it is
not possible to distinguish between a non-obscured and a mildly
obscured object.

For the uncertainties on these obscured fractions, we know
that confidence intervals on sample proportions are usually
derived using the binomial distribution. We can, for example,
use the Wilson score interval (Wilson 1927) to derive confi-
dence intervals, which will depend, in each bin, on the number of
objects in the bin and on the obscured fraction derived using the
probability distributions. When doing so for the three luminosity
bins, we get lower uncertainties around ∼0.5 and upper uncer-
tainties around ∼0.10. However, this method takes into account
the uncertainties related to the finiteness of the sample only and
does not consider that the NH estimates are not exact. To deal
with this, we derived the uncertainties with a bootstrap pro-
cedure: for each bin, we randomly extract, from the bin, with
re-entry, a number of objects equal to the bin size. Then, for each
object, we extract a value for NH from its probability distribution.
We then compute the obscured fraction as the number of objects
with NH > 1022 cm−2 over the total. We repeat this 10 000 times
and we obtain a f22 (or f23) distribution, from which we extract
the peak and the 16% and 84% quantiles as the values for f22 (or
f23) and the corresponding uncertainties. In this way, both the
finiteness of the bin and the uncertainties on each NH estimate
are taken into account.

We now must consider that our survey is flux-limited. This
means that we are likely to miss preferentially obscured (i.e.
fainter) objects rather than unobscured ones. Therefore, the
obscured fractions that we derive are only lower limits to the
intrinsic obscured fraction, and the true value is higher. We need
to correct the obtained values for the number of objects that
we are not observing (called the Malmquist bias). To do so,
we proceeded in the following way for each luminosity bin and
for each obscuration threshold (1022 and 1023 cm−2): we consid-
ered the intrinsic number of obscured and unobscured sources

in a given redshift and luminosity range (N int
O and N int

U , respec-
tively) expected in the population synthesis model of the cosmic
X-ray background (XRB) of Gilli et al. (2007). To derive them,
we used the online tool5 to compute the surface density, or inte-
gral number counts, N(>S ), above any given 2–10 keV flux limit
S of both obscured and unobscured AGN. The expected intrin-
sic number of obscured and unobscured AGN in J1030 N int

O ,
N int

U were obtained by multiplying the source surface density at
f2−10 keV = 10−20 cgs (i.e. at ≈ zero flux) by the geometric area
of J1030. From the integral number counts, we then obtained
the differential source counts dN/dS and folded them with the
sky coverage A(S) of the J1030 survey (Nanni et al. 2020) as∫

dn/dS A(S )dS . Because the sky coverage is given in the 2–
7 keV flux range, we convert it to the 2–10 keV range by assum-
ing a power-law spectrum with a photon index of 1.4, which is
the average observed index for the AGN population.
In this way, we obtain Nobs

O and Nobs
U , which are the expected

observed number of obscured and unobscured objects. We then
derived the intrinsic and the observed ratios of the number of
obscured objects to unobscured objects, Rint = N int

O /N int
U and

Robs = Nobs
O /Nobs

U . As we lose more obscured objects than unob-
scured ones when in the presence of a flux limit, Rint will always
be higher than Robs. We can now derive p = Robs/Rint as the
corrective parameter that we need to implement to go from our
observed obscured fraction to the intrinsic one. This number is
always smaller than one.

If we now define the observed obscured frac-
tion(s) as f22 = N[1022−1026]/N[1020−1026] and
f23 = N[1023−1026]/N[1020−1026], we can derive the cor-
rected fractions as:

f corrected
22 =

f22

f22(1 − p) + p
(1)

and we can derive f corrected
23 in the same way.

We did this for each luminosity bin, starting from the frac-
tions derived with the p(log(NH)), and the resulting corrected
fractions are shown in Table 4. In Fig. 10 we show the observed

5 http://www.bo.astro.it/~gilli/counts.html
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Table 4. Number of objects, average redshift, and fraction of AGN with
log(NH) > 22 ( f22) and log(NH) > 23 ( f23) in three luminosity bin and
relative uncertainties.

Bin N z̄ f22 f23

42.8 < log(L) < 43.3 38 1.15 0.80± 0.11 0.65± 0.11
43.3 < log(L) < 43.8 32 1.16 0.80± 0.10 0.78± 0.10
43.8 < log(L) < 44.5 18 1.35 0.78± 0.08 0.39± 0.08

fractions, in dark gold, and the corrected fractions, in orange.
We also show the magenta solid line, which is the predicted
intrinsic obscured fraction of the Gilli et al. (2007) model, and
the dashed purple line which is the observed obscured fraction,
given the J1030 X-ray sky coverage. Overall, the high uncer-
tainties make it hard to see a clear trend of the obscured frac-
tion with the luminosity. We can compare our results with oth-
ers in the literature, with the caveat of only considering those
samples of objects with a redshift similar to our (z ∼ 1.2). For
the f22 fraction, we can compare it with the work of Aird et al.
(2015) (considering the subsample of objects in that work that
are found at redshift z ∼ 1), Liu et al. (2017) (considering the
objects found at redshift z ∼ 1.2), Iwasawa et al. (2020), and
Peca et al. (2023). For the f23 fraction we only have the Liu et al.
(2017) data to compare with. These comparisons can be seen in
Fig. 11.

The f22 that we obtain at log(L) ∼ 44 are consistent with
those of Aird et al. (2015) and Liu et al. (2017), while they are
higher than those of Iwasawa et al. (2020) and Peca et al. (2023).
Overall, the J1030 f22 does not show a significant decline with
increasing luminosity as commonly found in the literature, but,
given the large error bars, it cannot be ruled out either. For f23,
the estimate at log(L) ∼ 44 obtained in this work is consistent
with the results of Liu et al. (2017), while we lack data at dif-
ferent luminosities for an additional comparison. We also note
that our obscured fractions at z ∼ 1.2 are on average higher than
those measured by Aird et al. (2015), Iwasawa et al. (2020) and
Peca et al. (2023), as expected: in these works the obscured frac-
tion is derived as the number of objects with 1022 cm−2 < NH <
1024 cm−2 over the number of objects with 1020 cm−2 < NH <
1024 cm−2, while we considered the probability distributions of
NH from 1022 cm−2 to 1026 cm−2, that is, we included a correc-
tion for an additional population of C-thick AGN.

4.2. Obscured fraction dependence on with redshift

To investigate the redshift evolution of the obscured fraction, we
performed the same analysis as described in Sect. 4.1, but for the
three redshift bins with the same average luminosity of log(L) ∼
44 (see Fig. 8). We used the bootstrap procedure to derive, for
each bin, the f22 and f23 and the corresponding uncertainties.

We then corrected the observed obscured fractions and
recovered the intrinsic ones in each redshift bin using the same
correction method described in Sect. 4.1. In Table 5 we show the
results of the corrected obscured fractions and their uncertain-
ties in the three redshift bins. The results are shown in Fig. 12.
As in Sect. 4.1, we note that, as expected, the corrected fractions
are higher than the observed ones, because the presence of a flux
limit preferentially removes obscured sources from the sample.

We can now compare our results with those of other works.
It is important to note that we should compare our obscured frac-
tions with others obtained from samples with similar average
luminosity. In Fig. 13 we show our results (in light blue) together

with those of Burlon et al. (2011), Aird et al. (2015), Liu et al.
(2017), Vito et al. (2018), Iwasawa et al. (2020), and Peca et al.
(2023), which are a representative sample of the trends in
the literature. The obscured fractions in Liu et al. (2017) were
obtained in redshift ranges similar to those used in this study; the
results are very consistent for the first two redshift bins, while
they are more distant for the higher redshift points. The num-
ber of objects per bin in Liu et al. (2017) is roughly the same as
in the J1030 sample; our uncertainties of the obscured fraction
estimates are significantly higher, given the lower quality of the
data and given that we took both the binomial error and the NH
uncertainties into account.

It should be noted that that Aird et al. (2015), Iwasawa et al.
(2020), and Peca et al. (2023) obscured fractions consider col-
umn densities up to 1024 cm−2. Given the different definitions
of f22 and the redshift differences, some discrepancy between
the results is expected. When also considering the low-redshift
results of Burlon et al. (2011), and the high-redshift Vito et al.
(2018) estimate for f23, there is evidence of a clear redshift trend,
with bins at higher redshift showing a higher obscured fraction,
both for f22 and f23. Overall, our results are consistent with those
in the literature.

5. Discussion

In this section, we discuss the results of our analysis and their
interpretation, as well as possible limitations and biases.

5.1. Limitations and biases

The first limitation affecting our work is related to the sample
statistics. Although the J1030 Chandra survey is one of the deep-
est X-ray surveys, about 30% of the objects have less than 30
net counts, which affects our ability to derive accurate param-
eters from the spectral fit. Furthermore, the progressive degra-
dation of the Chandra detectors affects the soft X-ray response
in a non-negligible way. As the spectral shape at low energies
is more informative and allows us to distinguish between dif-
ferent levels of obscuration, our ability to derive reliable NH
estimates is reduced. The low sensitivity at low energies also
significantly skews the NH probability distributions toward low
NH values, even when a significant probability peak around a
certain value is found (see e.g., XID 77 and XID 116 in Fig. 4).
These uncertainties clearly affect the accuracy with which we
can estimate the obscured AGN fractions, compared with sur-
veys with longer exposures and with surveys where observa-
tions have been carried out in earlier years of the Chandra
satellite life.

Another source of uncertainty comes from the fact that 44%
of the objects in our sample only have a photometric redshift
estimate. In the fit procedure, we considered the redshift as a
fixed parameter. However, the errors on the photometric red-
shifts can be significant. This again affects the accuracy of the NH
estimates. Furthermore, in the obscured AGN fraction analysis,
some objects that fall in a given luminosity-redshift bin might
actually belong to other, adjacent bins. Observational campaigns
aimed at improving the spectroscopic redshift completeness of
the J1030 Chandra sample are being planned.

We measured the obscured AGN fractions in different bins
of X-ray luminosity and redshift. The main source of errors
on these fractions is related to (i) the limited sample statis-
tics in each luminosity-redshift bin, and (ii) the uncertainties
in the column density estimate of each source. Given that the
uncertainties we derive from the Wilson score values are in
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Fig. 10. Fraction of z ∼ 1.2 obscured AGN with as a function of intrinsic 2–10 keV luminosity. The gold circles are the observed fraction, while
the orange squares are the values obtained once corrected for the survey sky coverage. The second set of points is shifted by 0.05 on the log(L)
axis for visual clarity. The solid magenta line represents the predictions from the Gilli et al. (2007) model for the intrinsic obscured fraction; the
dashed purple line shows the prediction for the observed fraction accounting for the survey sky coverage. Left: obscured fraction derived using
NH > 1022 cm−2 as the threshold ( f22). Right: obscured fraction derived using NH > 1023 cm−2 as the threshold ( f23).

Fig. 11. Fraction of z ∼ 1.2 obscured AGN, corrected for completeness, as a function of intrinsic 2–10 keV luminosity. The orange squares show
the results from this work. Left: obscured fraction derived using NH > 1022 cm−2 as the threshold ( f22). The results from this work are compared
with those of Aird et al. (2015, red shaded), Liu et al. (2017, green triangle), Iwasawa et al. (2020, gray star) and Peca et al. (2023, blue shade).
The Aird et al. (2015), Iwasawa et al. (2020) and Peca et al. (2023) obscured fraction consider column densities up to 1024 cm−2. Aird et al. (2015)
data are centered at z ∼ 1; the Iwasawa et al. (2020) data are centered at z ∼ 1.35. Given the different definitions of f22 and the redshift differences,
some scatter among the results is expected. Right: obscured fraction derived using NH > 1023 cm−2 as the threshold ( f23). The results of this work
are compared with those of Liu et al. (2017, in green). The f23 obscured fraction at log(L) ∼ 44.1 is in good agreement with that of Liu et al.
(2017) at log(L) ∼ 43.8.

the ∼0.05–0.10 range, compared to total uncertainties derived
from the bootstrapping procedure of ∼0.11, we can say that
the first contribution is generally more significant than the sec-
ond. When compared with the results obtained from other sur-
veys, our uncertainties are significantly higher. This depends
on the fact that, in general, previous studies do not take both
sources of uncertainties into account, on the lower data qual-
ity of our X-ray spectra when compared with other samples
(e.g., Liu et al. 2017), and on the higher statistics of other
surveys.

The uncertainties in our obscured fraction estimates are such
that we do not have clear evidence of a redshift or a lumi-
nosity trend with the J1030 data alone (see Figs. 11 and 12).
At the same time, as shown in Fig. 13, our results are gener-
ally consistent with those in the literature for AGN with similar
luminosities and at similar redshifts. Furthermore, when com-

Table 5. Number of objects, average 2–10 keV luminosity, and fraction
of AGN with log(NH) > 22 ( f22) and log(NH) > 23 ( f23), corrected
for the completeness of the survey, in three redshift bin and relative
uncertainties.

Bin N log(L) f22 f23

0.8 < z < 1.6 18 44.03 0.78± 0.11 0.47± 0.11
1.6 < z < 2.2 23 43.96 0.76± 0.11 0.61± 0.09
2.2 < z < 3.2 18 44.15 0.74± 0.11 0.51± 0.11

bined with samples of X-ray selected AGN covering a broader
range of redshifts, our results follow the general literature trends,
where the obscured AGN fraction increases toward higher
redshifts.
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Fig. 12. Fractions of log(L2−10) ∼ 44 obscured AGN as a function of redshift. The navy circles are the observed fractions, while the light blue
squares are those obtained once corrected for the presence of the survey sky coverage. The second set of points is shifted by 0.05 on the z-axis
for visual clarity. The solid magenta line represents the predictions from the Gilli et al. (2007) model for the intrinsic obscured fraction; the
dashed purple line is the prediction for the observed fraction once the sky coverage is taken into account. Left: obscured fraction derived using
NH > 1022 cm−2 as the threshold ( f22). Right: obscured fraction derived using NH > 1023 cm−2 as the threshold ( f23).

Fig. 13. Fraction of log(L) ∼ 44 obscured AGN with NH > 1022 cm−2 ( f22) as a function of redshift. The light blue squares show the results from
this work. The prediction of the Gilli et al. (2022) model for the evolution of the obscured fraction with the redshift is shown as the indigo lines,
with different styles representing the different parameters of the model (see Sect. 5.2). Left: obscured fraction derived using NH > 1022 cm−2 as
the threshold ( f22). The results from this work are compared with those of Burlon et al. (2011, blue diamond), Liu et al. (2017, green triangle),
Aird et al. (2015, red shaded), Iwasawa et al. (2020, gray star), and Peca et al. (2023, green shaded). The Aird et al. (2015), Liu et al. (2017),
Iwasawa et al. (2020), and Peca et al. (2023) obscured fraction consider column densities up to 1024 cm−2. Right: obscured fraction derived using
NH > 1023 cm−2 as the threshold ( f23). The results from work are compared with those of Burlon et al. (2011, blue diamond), Liu et al. (2017,
green triangle), and Vito et al. (2018, black pentagon). The Vito et al. (2018) obscured fraction consider column densities up to 1025 cm−2.

Another bias that might be affecting our results is the classifi-
cation bias. When an object has a small number of counts, heav-
ily obscured objects can be misclassified as mildly obscured ones
(for more details, see Brightman & Ueda 2012; Lanzuisi et al.
2018). The low-luminosity objects are the ones with a smaller
number of counts, and therefore the most affected by this bias.
In terms of the obscured fraction trend with the luminosity, this
means that we are probably underestimating the obscured frac-
tion in the first luminosity bin, which might be preventing us
from seeing a clear trend.

5.2. Evolution of the obscured AGN fraction

While the decrease in the obscured AGN fraction with lumi-
nosity is generally interpreted in the framework of the so-called
receding-torus models (Lusso et al. 2013; Ricci et al. 2017), the

physics behind the increasing trend of the obscured fraction with
redshift is not completely understood.

We compared our results with the model recently proposed
in Gilli et al. (2022). In that work, the authors argue that the evo-
lution of the obscured AGN fraction is produced by the increas-
ing density of the ISM in the host galaxies, and give an analytic
model for that. In Fig. 13 we show the predictions of the base-
line model of Gilli et al. (2022) as the solid indigo lines. The
other lines reflect different assumptions in the model param-
eters that we discuss below. Considering the baseline model,
we see that there is a good agreement for f23, while for f22
our values are higher than the prediction, although consistent at
a 1.5σ level. Our measurements are generally in better agree-
ment with the model curves than the measurements of Liu et al.
(2017), who found larger obscured AGN fractions at z > 2. We
recall, however, that the model curves from Gilli et al. (2022)
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are an example of how the increased ISM density may provide
a good representation of the observed trend, but they were not
derived through best-fit procedures to any specific dataset. Here
we explore the parameter space of that model further, trying to
determine, for instance, how the ISM properties should change
with redshift to reproduce the steeper trend observed by Liu et al.
(2017).

By considering a number of tracers for the total mass and
volume of the ISM in galaxy samples at different redshifts,
mainly from ALMA, and simple assumptions on the gas den-
sity profiles, Gilli et al. (2022) measured the cosmic evolution of
the ISM column density toward the nuclei of massive galaxies.
This was parameterized as NH,ISM∝ (1 + z)δ. They also assumed
that the ISM is composed of individual gas clouds with surface
densities and radii distributed as a Schechter function and that
the characteristic cloud surface density Σc,∗ may evolve with red-
shift as (1+z)γ. The redshift evolution of the ISM-obscured AGN
fraction above a given NH,ISM threshold depends on both δ and γ
(see Eqs. (40) and (41) in Gilli et al. 2022). Broadly speaking, a
rapid increase in the total column density with redshift would
imply a correspondingly rapid increase in the obscured AGN
fraction. This increase is nonetheless softened if ISM clouds
are significantly denser at earlier cosmic epochs as fewer clouds
would then be needed to reproduce the same total gas density,
reducing in turn the chances that galaxy nuclei are hidden by
one of these. The baseline model in Gilli et al. (2022) assumed
δ = 3.3, as driven by the results from ALMA observations, and
γ = 2, which, when combined with the obscuration from a small-
scale component (i.e. the torus) was found to produce f22 and
f23 trends in good agreement with the observations. Clearly, the
uncertainties on δ and γ are large, as we still have limited knowl-
edge of the overall ISM properties of distant galaxies. In Fig. 13
we show the expected trends for f22 and f23 when first increasing
δ and then decreasing γ, leaving all the other model parameters
unchanged. A faster increase in the total ISM density with red-
shift (δ = 4) is needed to explain the steep trend observed by
Liu et al. (2017) for f22 and f23 and the large f23 value measured
by Vito et al. (2018) at z ∼ 3.6. On the other hand, interestingly,
a milder evolution of the characteristic gas surface density of
ISM clouds (γ = 1) would only explain the steeper trend in f22,
but not in f23, because, below z ∼ 4−5 the distribution of cloud
surface densities would be rich in clouds with Σc,∗ > 1022 cm−2,
but still short of high-density clouds with Σc,∗ > 1023 cm−2. It is
only at z ∼ 6 and above that Σc,∗ would increase enough to return
significant fractions of very dense clouds.

To summarize, current measurements of the obscured AGN
fractions as a function of cosmic time, including ours, are in
agreement with an evolving ISM model in which the total gas
column density of massive galaxies evolves as fast as NH,ISM∝

(1 + z)3.3−4, and in which the individual gas clouds become pro-
gressively denser toward early epochs [Σc,∗ ∝ (1 + z)2]. Such a
scenario will likely be tested soon with improved accuracy by
new ALMA observations.

5.3. Compton-thick AGN

Our work only considers the X-ray spectral fitting as an obscu-
ration diagnostic. This means that, it is likely that we are not
able to correctly characterize heavily obscured objects, espe-
cially Compton-thick (CT) AGN, which also tend to have a small
number of counts. In addition to this, absorption models like
the one we used (phabs) do not work well in a very high col-
umn density regime. We find eight objects with a nominal NH
higher than 1024 cm−2 out of 243, which means that we have a

CT fraction of 3.3%. If we consider the p(log(NH)) and sum all
the fractions with NH > 1024 cm−2, we get an observed frac-
tion f24 = 3%, close to that we obtained from nominal values.
This value is smaller than the ∼8% CT fraction that is found by
Liu et al. (2017) for the Chandra Deep Field South. However,
in that work, the authors use additional criteria other than the
X-ray spectral fitting to determine if a source is Compton thick.
In Lanzuisi et al. (2018), instead, where the only diagnostic is
again the X-ray spectral analysis, the CT fraction found in the
COSMOS Chandra survey was 2.2%, similar to our result.

Based on these previous results, it is therefore likely that if
additional multi-band diagnostics were implemented, we would
get a larger number of CT objects. Therefore, the CT fraction
that we get is to be considered as a lower limit for the intrinsic
value.

6. Conclusions

In this work, we analyzed the X-ray spectra of the 243 extra-
galactic sources of the J1030 Chandra catalog and used the
results to derive the obscured fraction of AGN at different red-
shift and luminosities. Here we outline the main results of our
work and future perspectives.

– We fitted the Chandra X-ray spectra with absorbed power
laws, and checked for the presence of the Fe Kα line and a
soft excess. We could use spectroscopic redshift information
for 44% of the sample, while we relied on photometric red-
shift estimates for the rest. For 7 objects with a photometric
redshift only, we were able to refine the redshift estimate via
X-ray spectroscopy. The best-fit spectral parameters derived
for the whole sample are available at the J1030 website6.

– We measured the obscured fractions f22 and f23 (i.e. the frac-
tion of AGN with NH > 1022 cm−2 and 1023 cm−2, respec-
tively) using the full column density probability distributions
derived from the spectral fits p(log(NH)). We measured f22
and f23 in three redshift bins (0.8 < z < 1.6, 1.6 < z < 2.2
and 2.2 < z < 2.8) for AGN with log(L) ∼ 44, and in
three luminosity bins (42.8 < log(L2−10 keV) < 43.3, 43.3 <
log(L2−10 keV) < 43.8, and 43.8 < log(L2−10 keV) < 44.5), for
AGN at z ∼ 1.2. We corrected these observed fractions for
the sky coverage of the survey and derived accurate measure-
ment errors through a bootstrapping procedure that accounts
for both the finite size of the sample and the uncertainties on
the NH estimates.

– We measured average values of f22 ∼ 0.7−0.8 and f23 ∼

0.5−0.6. While these average values are in broad agree-
ment with those in other works (Aird et al. 2015; Liu et al.
2017), we did not see clear trends with luminosity or red-
shift, as opposed to what is often found in the literature.
This might, at least partially, depend on residual, uncorrected
biases, and/or on the limited dynamical range in luminosity
and redshift spanned by our data. Nonetheless, when com-
bined with measurements performed in the local Universe,
our data point to an increase in the obscured AGN fractions
with redshift, in agreement with other findings.

– We finally considered predictions from recent analytic mod-
els that ascribe the redshift evolution of the obscured AGN
fraction to the increased density of the ISM in high-z hosts,
which adds significant obscuration to that of the parsec-scale
torus (Gilli et al. 2022). When combined with literature mea-
surements, our results favor a scenario in which the total ISM
column density grows with redshift as NH,ISM∝ (1 + z)3.3−4,

6 http://j1030-field.oas.inaf.it/chandra_1030
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and in which the characteristic surface density of individual
gas clouds in the ISM evolves as Σc,∗ ∝ (1 + z)2.

To gain a deeper understanding of nuclear obscuration at differ-
ent cosmic epochs, and as a function of the various AGN phys-
ical properties, large object samples are needed, that would go
significantly beyond those available from current X-ray probes.
What is believed to be the bulk of the AGN population (low-
luminosity, possibly obscured objects) is now partly missed at
medium-high redshift values, and completely lost beyond red-
shift z ∼ 6. Next-generation X-ray imaging surveys, such as
those proposed with the Survey and Time-domain Astrophys-
ical Research eXplorer (STAR-X7), a Medium Explorer mis-
sion selected by NASA for Phase A study, the Advanced X-ray
Imaging Satellite (AXIS, Mushotzky et al. 2019; Marchesi et al.
2020), a probe-class mission proposed to NASA, and the L-class
mission Athena under scrutiny at ESA (Nandra et al. 2013),
would offer new opportunities to detect and characterize highly
obscured sources. These observatories are expected to discover a
few thousand heavily obscured (NH > 1023 cm−2) AGN at z > 3,
shedding light on the overall growth of SMBHs before cosmic
noon.
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Appendix A: Fitting procedure of background
spectra

In this Appendix we describe our fitting procedure for the back-
ground spectra of our objects. In order to have the most reliable
estimates of the parameters we want to fit, we decided to simul-
taneously fit the source and the background.

We extracted local background spectra, but we do not want
to model the background locally as (i) we want to minimize
dependencies on sharp background variations and (ii) the num-
ber of counts in background spectra extracted in small regions
around each source can be very small and therefore the param-
eters uncertainties very high. We therefore want to character-
ize the whole background and then use the fitted background
model to simultaneously fit each source with its local back-
ground, adding a background normalization parameter to the
source fit to rescale the normalization to that of the local back-
ground. We selected three regions, all centered on the center of

the field: one circular region of 3 arcmin radius, one annulus with
3 and 6 arcmin radii and an annulus with 6 and 9 arcmin radii.
In each region we excluded circular regions of 5 arcsec radius
around all the X-ray detected sources. We extracted the spectrum
of each region in the energy range 0.8-7 keV, which is the one
we use to fit the sources. We modeled each background spectrum
with a power-law and four Gaussian lines, following the model
used by Fiore et al. (2012) for the Chandra Deep Field South
survey. Following the same model, we also tried to (i) add a sec-
ond power-law component, and (ii) add a thermal component,
but both turned out to be non-significant. We therefore excluded
these components from the final background shape, which ends
up being composed of a power law and four Gaussians.

In Figure A.1 we can see the spectra and the resulting best-
fit. Given the best fit parameters of the modeled background, we
used them as "frozen" parameters in the source+background fit
analysis, only adding a multiplicative constant as a free parame-
ter to re-scale the background spectrum to that of each object.

Fig. A.1. Spectrum (blue) and best fit (yellow) of the background spectra for different regions of the field: (a) 3’ circle; (b) annulus of radii 3’ and
6’; (c) annulus of radii 6’ and 9’
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