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ABSTRACT

Context. Most of our current knowledge on planet formation is still based on the analysis of main sequence, solar-type stars. Con-
versely, detailed chemical studies of large samples of M dwarfs hosting planets are still missing.
Aims. Correlations exist between the presence of different types of planets around FGK stars and metallicity, individual chemical
abundance, and stellar mass. We aim to test whether or not these correlations still hold for the less-massive M dwarf stars. Methods to
determine stellar abundances of M dwarfs from high-resolution optical spectra in a consistent way are still missing. The present work
is a first attempt to fill this gap.
Methods. We analyse a large sample of M dwarfs with and without known planetary companions in a coherent and homogeneous way.
We develop for the first time a methodology to determine stellar abundances of elements other than iron for M dwarf stars from high-
resolution optical spectra. Our methodology is based on the use of a principal component analysis and sparse Bayesian methods. We
made use of a set of M dwarfs orbiting around an FGK primary with known abundances to train our methods. We applied our methods
to derive stellar metalliticies and abundances of a large sample of M dwarfs observed within the framework of current radial-velocity
surveys. We then used a sample of nearby FGK stars to cross-validate our technique by comparing the derived abundance trends in the
M dwarf sample with those found on the FGK stars.
Results. The metallicity distribution of the different subsamples reveals a correlation between the metallicities of M dwarfs and their
probability of hosting giant planets. We also find a correlation between this latter probability and stellar mass. M dwarfs hosting low-
mass planets do not seem to follow the so-called planet–metallicity correlation. We also find that the frequency of low-mass planets
does not depend on the mass of the stellar host. These results appear to be in agreement with those of previous works. However, we
note that for giant-planet hosts our metallicities predict a weaker planet–host metallicity correlation but a stronger mass-dependency
than corresponding values derived from photometric results. We show for the first time that there seems to be no differences between
M dwarfs with and without known planets in terms of their abundance distributions of elements different from iron.
Conclusions. Our data show that low-mass stars with planets follow the same metallicity, mass, and abundance trends as their FGK
counterparts, which are usually explained within the framework of core-accretion models.

Key words. techniques: spectroscopic – stars: abundances – stars: late-type – planetary systems
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1. Introduction

More than 25 yr after the first discoveries of exoplanets
(Wolszczan & Frail 1992; Mayor & Queloz 1995) it is now well
established that planetary systems are found around a wide vari-
ety of stellar hosts from brown dwarfs and low-mass stars to red
giants, pulsars, and probably white dwarfs (see e.g. Perryman
2018, and references therein). However, the vast majority of
known planets are found to orbit Sun-like stars1. Therefore, our
understanding of the dependence of planet formation on stellar
mass is still far from complete.

The study of chemical abundances in Sun-like planet-host
stars has been crucial for our understanding of planet formation.
For example, the frequency of gas-giant planets was found to be a
function of the host-star metallicity (e.g. Gonzalez 1997; Santos
et al. 2004; Fischer & Valenti 2005; Sozzetti et al. 2009) while
stars with orbiting low-mass planets do not seem to be preferen-
tially metal rich (e.g. Ghezzi et al. 2010; Mayor et al. 2011; Sousa
et al. 2011; Buchhave et al. 2012). This trend is explained within
the framework of core-accretion models, which assume that the
timescale needed to form an icy or rocky core is largely depen-
dent on the metal content of the protostellar cloud (e.g. Pollack
et al. 1996; Ida & Lin 2004; Hubickyj et al. 2005; Mordasini
et al. 2009, 2012).

Besides the gas-giant planet metallicity correlation any other
claim of a chemical trend in planet hosts has been controver-
sial or at least disputed. Most studies show that planet hosts
have abundances similar to those of stars without planets (e.g.
Bodaghee et al. 2003; Ecuvillon et al. 2006; Gonzalez 2006;
Gilli et al. 2006; da Silva et al. 2011; Adibekyan et al. 2012a). For
instance, it has been suggested that the α-element enhancement
found in planet hosts of intermediate metallicity (Adibekyan
et al. 2012a) or the small depletion in refractory elements with
respect to volatiles found in the Sun and other solar analogues
(e.g. Meléndez et al. 2009; Ramírez et al. 2009) could be effects
of Galactic chemical evolution (e.g. González Hernández et al.
2010, 2013) or related to an inner Galactic origin of the planet
hosts (e.g. Adibekyan et al. 2014; Maldonado & Villaver 2016).

At the low end of the stellar mass scale, low-mass stars
(e.g. M dwarfs) are promising targets in the search for small,
rocky planets with the potential capability of hosting life (e.g.
Dressing & Charbonneau 2013). Unlike for their FGK counter-
parts, detailed chemical studies of samples of M dwarf planet
hosts have focused solely on iron content or metallicity and are
based on a relatively small number of planet hosts. Furthermore,
metallicity values are often based on photometric values which
makes a comparison with the spectroscopic results from Sun-
like stars difficult. For example, the stellar sample analysed by
Johnson et al. (2010a) comprises only five planets around M
dwarfs while Neves et al. (2013) studied a sample with 13 stars
hosting a total of 20 planets (seven stars hosting gas-giant plan-
ets, and six stars hosting only low-mass planets). The sample in
Rojas-Ayala et al. (2012) includes a total of 113 M dwarfs, but
only 11 planet hosts. Montet et al. (2014) analysed a sample of
111 M dwarfs with only eight planet hosts. These numbers con-
trast dramatically with the large number of FGK planet hosts
for which detailed chemical abundances have been derived (e.g.
Bodaghee et al. 2003; Adibekyan et al. 2014; Maldonado et al.
2015a).

Despite the small sample sizes, several interesting trends
regarding the planet–metallicity correlation in M dwarfs have
already been revealed. It is known that there is a systematically

1 See e.g. http://exoplanet.eu/ or http://exoplanets.org/

lower fraction of Jovian planets around M dwarfs than around
FGK stars (Endl et al. 2003, 2006; Butler et al. 2006; Bonfils
et al. 2007; Cumming et al. 2008; Johnson et al. 2010b). On
the other hand, low-mass planets seem to be common around
M dwarfs (Bonfils et al. 2013; Howard et al. 2012; Mulders et al.
2015a,b). Previous works also suggest that the gas-giant planet–
metallicity correlation is also apparent in the M dwarf sample but
the correlation is not present when Neptunian and smaller plan-
ets are considered (Bonfils et al. 2007; Johnson & Apps 2009;
Schlaufman & Laughlin 2010; Rojas-Ayala et al. 2012; Terrien
et al. 2012; Neves et al. 2013; Courcol et al. 2016). More recently,
Pinamonti et al. (2019) found a moderate-to-weak dependence
of the planetary minimum mass on stellar metallicity for
M dwarfs.

Regarding other chemical abundances besides iron, and to
the very best of our knowledge, a detailed analysis has not yet
been performed. This is because accurate determination of the
stellar parameters and element abundances of M dwarfs is a
difficult task as these stars are faint at optical wavelengths and
their optical spectra are largely covered by molecular bands that
blend or hide most of the atomic lines. Whilst spectral synthesis
has been tested in several works, it is computationally expen-
sive and requires good knowledge of the atomic and molecular
data; it is usually tested on small numbers of stars, focusing on
strong atomic lines, and on spectral windows known to be less
affected by molecular lines or in the near-infrared (e.g. Woolf &
Wallerstein 2005; Bean et al. 2006; Önehag et al. 2012; Souto
et al. 2017), that is, at wavelengths redder than the spectral
coverage of many spectrographs especially designed to achieve
accurate radial velocities and used on current planetary surveys
of M dwarfs.

We believe that an analysis of a homogeneous and large
sample of M dwarfs hosting planets is needed to confirm or
reject preliminary trends and that a proper comparison with FGK
stars would also be beneficial. Several radial-velocity projects
have been working on different methodologies to derive the
stellar chemical abundances of M dwarfs using the same spec-
tra that are used for radial-velocity determinations. Within the
framework of the CARMENES (Quirrenbach et al. 2018) collab-
oration, Passegger et al. (2018, 2019) and Schweitzer et al. (2019)
derived stellar parameters for almost 300 M dwarfs by apply-
ing spectral synthesis to both visible and near-infrared spectra.
For the HARPS GTO M dwarf survey (Bonfils et al. 2013),
a technique based on the use of pseudo-equivalent widths of
spectral features identified in optical high-resolution spectra was
developed by Neves et al. (2014). Machine learning methods
applied to pseudo-equivalent widths were recently developed
by Antoniadis-Karnavas et al. (2020). A different technique,
although also based on pseudo-equivalent widths, was presented
in Maldonado et al. (2015b) within the framework of the HADES
survey (Affer et al. 2016).

In this paper we present a completely different methodology.
Unlike previous works, it confers the advantage that it can be
used to determine the elemental abundances of elements other
than iron. Our approach is based on the use of principal compo-
nent analysis and sparse Bayesian’s fitting methods. A set of M
dwarfs in binary systems orbiting around an FGK primary was
observed and is used to train our method.

We use our derived abundances to revisit the correlation
between the presence of planets around M dwarfs and the stellar
properties of these latter, namely mass and chemical compo-
sition. One of the motivations of this study is the increase
with respect to previous works of the number of M dwarfs
known to host planets. In particular we analyse the properties

A68, page 2 of 23

http://exoplanet.eu/
http://exoplanets.org/


J. Maldonado et al.: HADES RV programme with HARPS-N at TNG. XII.

of at least five times more M dwarfs hosting low-mass planets
(msin i . 30 M⊕) than previous works. We make use of the
available high-resolution HARPS and HARPS-N échelle spec-
tra as well as our spectroscopic tools specifically designed for
the analysis of M dwarf spectra to homogeneously determine
stellar properties and chemical abundances. This allows us to
consistently increase the stellar sample analysed in this work.

The paper is organised as follows. Section 2 describes the
stellar sample analysed in this work and how stellar parameters
were obtained. We describe our technique for measuring stellar
abundances for M dwarf stars from optical spectra in Sect. 3.
Detection limits for our target stars are discussed in Sect. 4.
The mass, metallicity, and individual abundance distributions are
presented in Sect. 5 and our conclusions follow in Sect. 6.

2. Spectroscopic data

A list of late-K and M dwarf stars observed within the framework
of radial-velocity surveys was compiled by carefully checking
the stars within the California Planet Survey (CPS) late-K and
M-type dwarf sample (Rauscher & Marcy 2006), the HARPS
GTO M dwarf sample (Bonfils et al. 2013), and the HADES
radial-velocity program sample of M dwarfs (Affer et al. 2016).

In order to derive homogeneous stellar properties, only stars
with HARPS (Mayor et al. 2003) and HARPS-N (Cosentino
et al. 2012) data were considered. HARPS data were obtained
from the ESO Science Data Products Archive2, while HARPS-
N data were taken from the public archive of the Telescopio
Nazionale Galileo (TNG)3. The instrumental setup of HARPS
and HARPS-N is almost identical. The spectra cover the range
383–693 nm (HARPS-N) and 378–691 nm (HARPS). Both
instruments provide a resolving power of R ∼115 000. The pro-
vided spectra are already reduced using HARPS/HARPS-N
standard calibration pipelines. We made a coadded spectrum
combining all the available observations for each star. Typical
values of the signal-to-noise ratio (measured around 605 nm) for
the combined spectra are from 45 to 99 with a median value of
67.

Stellar effective temperatures and metallicities were deter-
mined for each star using the code msdlines4 (Maldonado et al.
2015b) which is based on the use of spectral features and their
ratios. The iron abundance values given by the code msdlines
are based on the photometric MK–[Fe/H] relationship described
by Neves et al. (2012, hereafter N12) while the effective tem-
peratures are based on the revised scale by Mann et al. (2013a).
Physical parameters, namely surface gravity, stellar mass, stel-
lar radius, and luminosity, are derived from the derived stellar
effective temperature and metallicity values using the empirical
calibrations provided in the msdlines code. The stellar masses
provided by this code are based on near-infrared photometry
(Henry & McCarthy 1993) and have typical uncertainties of
the order of 13%. We note that for eight targets our method-
ology provides unrealistic low stellar masses (below 0.10 M�).
In these particular cases, photometric masses were considered
using the calibration by Henry & McCarthy (1993). These
calibrations are provided in the CIT photometric system. We
therefore converted the 2MASS (Cutri et al. 2003) magnitudes
into CIT magnitudes before applying these calibrations, follow-
ing the transformations provided by Carpenter (2001). Stellar
2 http://archive.eso.org/wdb/wdb/adp/phase3_spectral/
form?
3 http://archives.ia2.inaf.it/tng/
4 https://github.com/jesusmaldonadoprado/mdslines

radius is computed using the mass–radius relationship provided
in Maldonado et al. (2015b), surface gravities are derived from
the stellar masses and radii, and luminosities are derived by
applying the Stefan-Boltzmann law. We note that this is exactly
the procedure followed in Maldonado et al. (2015b) to derive the
empirical calibrations of the physical parameters as a function of
Teff and metallicity.

Galactic spatial-velocity components (U,V,W) were com-
puted using Gaia DR2 (Gaia Collaboration 2018) proper motions
and parallaxes, together with radial velocities from Soubiran
et al. (2018) and Gaia DR2. When no values from these sources
were available, data from the Simbad5 database were considered.
The procedure of Montes et al. (2001) was followed to com-
pute (U,V,W). This procedure updates the original algorithm
(Johnson & Soderblom 1987) to epoch J2000 in the Interna-
tional Celestial Reference System (ICRS). When possible, the
full covariance matrix was used in computing the uncertainties
in order to take the possible correlations between the astrometric
parameters into account. Finally, stars were classified as belong-
ing to the thin/thick disc applying the methodology described in
Bensby et al. (2003, 2005).

Stellar age is one of the more difficult parameters to deter-
mine in an accurate way, especially when dealing with low-mass
stars. An estimate of the age of our stars was obtained by
interpolating parallaxes and stellar parameters within a grid of
Yonsei-Yale isochrones (e.g. Yi et al. 2001; Kim et al. 2002). The
code q26 was used for the interpolation (Ramírez et al. 2014).
However, we caution that the use of isochrones for M dwarf stars
has significant limitations. Indeed, for roughly ∼20% of the stars
we were not able to recover a reliable age estimate.

The final number of stars with available spectra is 204. These
are listed in Table A.1 while the corresponding HR diagram is
shown in Fig. 1. The kinematic properties of the stars are also
listed in Table A.2. In order to identify those stars hosting plan-
ets, the available information in the NASA exoplanets archive7

was carefully checked (up to June 2020). Five stars host at least
one giant planet, 29 stars host one or more low-mass planets, and
4 stars host both giant and low-mass planets. Table A.3 shows the
planet hosts, number of planets, and planetary properties taken
from the NASA exoplanets archive.

3. Abundance determination in M dwarfs

3.1. Spectroscopic observations

The common procedure used in the literature to derive chemi-
cal abundances of M dwarfs is to search for M stars in common
proper-motion pairs orbiting around solar-type stars for which
accurate determination of spectroscopic abundances is possible.
The list provided by Mann et al. (2013b) was used as a start-
ing reference. Several additional M dwarfs in binary systems
were selected from Montes et al. (2018). After searching the lists
of possible calibrators available in the ESO and TNG archives,
HARPS/HARPS-N data were found for only six stars. As these
data were not sufficient to attempt any kind of calibration,
additional observations were performed.

We performed spectroscopic observations of 14 M dwarfs
(and 12 FGK primaries) in an observing run between the 9 and
13 November, 2018, using the HARPS spectrograph (Mayor et al.
2003) at La Silla ESO observatory. By adding the data already

5 http://simbad.u-strasbg.fr/simbad/sim-fid
6 https://github.com/astroChasqui/q2
7 https://exoplanetarchive.ipac.caltech.edu/
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Fig. 1. Luminosity versus Teff for the stars analysed. Stars with gas-
giant planets are shown with red filled circles, while low-mass-planet
hosts are shown with blue filled circles. Stars harbouring both gas-giant
and low-mass planets are shown with green stars. A 5 Gyr isochrone
from Spada et al. (2013) is also shown for comparison.

public in the ESO/TNG archives the total number of M dwarfs
amounts to 20. Typical values of the signal-to-noise ratio (S/N
measured at ∼605 nm) for the FGK primaries are between 40
and 130. The sample of M dwarfs is significantly fainter and even
when using relatively long integration times (up to two hours for
some targets) the achieved S/N is rather modest, namely between
30 and 70 in the best cases. The star NLTT 11500 (primary HIP
17076) was excluded as a calibrator as the primary is a spec-
troscopic binary with both components clearly visible in our
spectra.

3.2. Stellar parameters and chemical abundances of the FGK
primaries

We determined basic stellar parameters (Teff , logg, microturbu-
lent velocity, and [Fe/H]) for the primary stars using the code
TGVIT8 (Takeda et al. 2005) which applies the iron ionisation
and excitation equilibrium conditions to a set of 302 Fe I and
28 Fe II lines. The input stellar equivalent widths (EWs) were
measured automatically using the code ARES9 (Sousa et al.
2007, 2015). The reject parameter was adjusted according to the
S/N of the spectra as described in Sousa et al. (2008). Uncer-
tainties on the stellar parameters are computed by progressively
changing each stellar parameter from the converged solution to
a value for which one or more of the conditions (excitation equi-
librium, match of the curve of growth, ionisation equilibrium)
are no longer fulfilled. We note that this procedure only eval-
uates statistical errors (see for details Takeda et al. 2002a,b).
The uncertainties due to the errors in the measurement of the
EWs were also computed and added in quadrature to the ones
derived by the TGVIT code. Other sources of uncertainties, such
as the choice of the model atmosphere, the list lines used, or

8 http://www2.nao.ac.jp/~takedayi/tgv/
9 http://www.astro.up.pt/~sousasag/ares/

the adopted atomic parameters are not taken into account. The
derived parameters are provided in Table 1.

We obtained the chemical abundances of individual elements
C, O, Na, Mg, Al, Si, Ca, Sc, Ti, V, Cr, Mn, Co, Ni, and Zn using
the 2017 version of the code MOOG10 (Sneden 1973) together
with ATLAS9 atmosphere models (Kurucz 1993a). The used
line list is given in Maldonado et al. (2015a, and references
therein). Hyperfine structure (HFS) was taken into account for
V I and Co I using the MOOG driver blends. Our derived abun-
dances are provided in Table 2. They are expressed relative to
the solar values derived in Maldonado et al. (2015a), using the
same methodology and similar spectra. We do not consider HFS
effects on Mn abundances, as Maldonado et al. (2015a) found
an offset between the HFS abundances of Mn when using dif-
ferent lines. The uncertainties take into account the line-to-line
scatter errors as well as the uncertainties due to the propagation
of the errors in the stellar parameters and the equivalent widths
(computed using the star HIP 116906 as reference).

Carbon abundances were derived by spectral synthesis of the
CH molecular band at 430 nm using the CH line list provided in
Masseron et al. (2014). These abundances are expressed relative
to the solar value obtained in Baratella et al. (2020). Oxygen
abundances were derived by spectral fitting of the [O I] 630 nm
line. However, reliable abundances were obtained only for seven
stars. Carbon and oxygen uncertainties are those due to the fitting
procedure.

3.3. M dwarf abundances: methodology

In order to derive the abundances of the M stars we initially
tried to proceed as in Maldonado et al. (2015b) where a large
dataset of spectral features and ratios of features were identified
as temperature and metallicity diagnostics. However, in spite of
the fact that many of these features are found to correlate with
the elemental abundances, a quick inspection of the plots of
pseudo-equivalent width measurements versus [X/H] reveals flat
curves or complex patterns, which are difficult to fit. Therefore,
we conclude that even if the pseudo-equivalent width of a given
spectroscopic feature might show a significant correlation with a
specific ion abundance, the values of pseudo-equivalent widths
depend on other parameters such as effective temperature, sur-
face gravity, the global metallicity content, or the abundance of
alkali metals. In addition, many of the features are likely to be
a blend of different atomic or molecular lines. In other words,
pseudo-equivalent-width values contain too much information to
deal with.

A common technique to reduce the dimensionality of the
data and find the variables in which the spread or variance of
the data is larger is the so-called principal component (PCA)
analysis. The PCA technique (e.g. Francis & Wills 1999) is used
to extract information from correlated data sets and find a new
basis on which the largest amount of variance is explained with
the least number of basis vectors. This methodology has been
successfully applied to samples of FGK stars even with spectro-
scopic data at moderate resolution (e.g. Muñoz Bermejo et al.
2013; Xiang et al. 2017; Giribaldi et al. 2019).

We initially tried to identify spectral regions sensitive to the
elemental abundance of different ions. For this purpose we made
use of atmospheric models together with the lists of lines used
in the chemical analysis of solar-type stars and already identified
spectral indexes sensitive to metallicity and other elements (e.g.
Ghezzi et al. 2014). We made use of ATLAS9 models together

10 http://www.as.utexas.edu/~chris/moog.html
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Table 1. Spectroscopic properties of the primaries FGK stars.

Primary Secondary SpType V Teff log g vmic [Fe/H]
(mag) (K) (cm s−2) (km s−1) (dex)

HIP 3540 NLTT 2478 F8 7.0 6185± 28 4.22± 0.06 1.13± 0.17 0.15± 0.07
HIP 5110 NLTT 3598 K2V 8.7 4715± 23 4.78± 0.07 0.49± 0.29 –0.07± 0.05
HIP 6130 Gl 56.3 K1V 8.0 5288± 12 4.70± 0.02 0.77± 0.10 –0.07± 0.05
HIP 6431 NLTT 4568 K5 9.5 4926± 34 4.66± 0.09 0.52± 0.34 0.21± 0.07
HIP 6456 NLTT 4599 K0IV 7.9 5281± 23 4.48± 0.06 0.81± 0.19 0.42± 0.05
HIP 9094 Gl 81.1 G5 6.4 5298± 9 3.94± 0.03 1.01± 0.05 0.04± 0.03
HIP 11565 Gl 100 K4V 8.8 4594± 37 4.84± 0.09 0.50± 0.60 –0.06± 0.07
HIP 11572 BD +22353B K0 9.2 5105± 22 4.53± 0.06 0.49± 0.31 0.03± 0.05
HIP 12114 Gl 105 K3V 5.8 4832± 24 4.72± 0.04 0.12± 0.26 –0.09± 0.04
HIP 21710 Gl 173.1 K3V 9.2 4836± 65 4.62± 0.13 0.17± 0.51 –0.02± 0.11
HIP 26907 NLTT 15 511 K1V 8.6 5079± 19 4.61± 0.05 0.55± 0.29 0.10± 0.06
HIP 27253 NLTT 15 601 G4V 6.0 5588± 20 3.86± 0.06 1.23± 0.08 0.33± 0.05
HIP 28671 NLTT 15 974 G0V 9.3 5761± 46 4.74± 0.11 2.03± 0.37 –1.05± 0.07
HIP 32984 Gl 250 K3V 6.6 4760± 46 4.79± 0.13 0.41± 0.41 0.09± 0.07
HIP 40035 Gl 297.2 F7V 5.5 6310± 42 4.27± 0.07 1.57± 0.15 –0.06± 0.04
HIP 62471 HIP 62471B K4/K5V 8.9 4743± 122 4.69± 0.37 1.08± 0.59 –0.33± 0.12
HIP 83591 Gl 654 K5V 7.7 4666± 46 4.43± 0.38 0.28± 1.10 -0.58± 0.16
HIP 116906 NLTT 57 675 G5 7.7 5760± 11 4.36± 0.03 1.05± 0.05 –0.02± 0.03
HD 24916 HD 24916B K4V 8.1 4635± 43 4.91± 0.17 0.40± 0.42 0.06± 0.07

with the spectral synthesis code SYNTHE (Kurucz 1993a,b) as
it is easy to change the abundances of different elements and
compute spectra with the desired abundances. We are aware that
other sets of models (PHOENIX, MARCS) are usually consid-
ered to better reproduce the atmospheres of low-mass stars (e.g.
Bertone et al. 2008; Sinclair et al. 2010; Maldonado 2012), but
we found that better results were obtained if the full spectral
range was considered (from 534 nm, to avoid the bluest region of
the spectra, which suffers from a lower S/N, and the gap between
the two CCDs in HARPS spectra).

Before applying the PCA, we rebinned each coadded spec-
trum to a common wavelength grid and smoothed to a lower
resolution using a Gaussian filter of a 12 nm width. To estimate
how this smoothing reduces the spectral resolution we measured
the ratio λ/(δλ) on several lines in a ThAr spectra before and
after the smoothing finding that it goes from ∼115 000 to ∼1000–
2000. While it is true that smoothing and resampling the data
might destroy information, it also reduces the impact of high-
frequency distortion in the data, and previous works have found
better results at lower resolution (Muñoz Bermejo et al. 2013).
Finally, all the spectra were set to a common flux scale. In order
to do this, we consider the spectral flux at the R band cen-
tred at 609 nm with only 2 nm width to avoid the inclusion of
strong molecular bands. We use one of the stellar spectra as ref-
erence and perform a linear fit between the “reference” and the
“problem” flux.

A flux matrix, F(n, j), was then obtained where j indexes
the stars (including both the training and the problem datasets)
and n is the index corresponding to the wavelength bin. Finally,
PCs were computed using the available routines in the SCIKIT-
LEARN python package (Pedregosa et al. 2011).

Our next step is to use the training dataset (i.e. the M dwarfs
in binary systems around an FGK primary star) to find a relation-
ship between the PCs and the stellar abundances. While some
authors have explored the possibility of using a large number of
PCs (e.g. Xiang et al. 2017), our training dataset is composed
of only 19 stars, and so the use of a large number of PCs leads
us to a reduced number of degrees of freedom. For example, a

fit of the stellar abundance as a linear combination of the PCs
using 17 PCs would leave us with only one degree of freedom.
In order to avoid over-fitting, the use of sparse Bayesian learn-
ing algorithms has been proposed in the literature (e.g. Muñoz
Bermejo et al. 2013), like the automatic relevance determination
regression (ARDR).

Briefly, the target value is expected to be a linear combination
of the features,

y(x, w) =

p∑
i = 1

wixi, (1)

where each coefficient wi is drawn from a Gaussian distribution
centred at zero and a standard deviation αi so that

p(w|α) =N(w|0, A−1), (2)

with A = diag(α1 . . . αp). The aim of sparse Bayesian fitting is
to use the available data to compute the posterior distribution
for the vector of weights w and the noise variance, σ2. Auto-
matic relevance determination regression is based on defining
the inverse variances of these Gaussian distributions, α, as vari-
ables, and to infer their values as well. Therefore, if the αi
parameter of the ith feature tends to infinity, then its weight is
very likely close to zero and is therefore pruned. In this way, the
solution that contains the least number of non-zero elements in
w is favoured, and over-fitting is avoided.

Bayesian inference proceeds by applying the Bayes rule to
compute the posterior distribution over all unknowns given the
data x:

P(w, α, σ2|x) =
P(x|w, α, σ2)P(w, α, σ2)

P(x)
, (3)

where the data, x, in our case are the PCs and the stellar
abundances, P(x|w, α, σ2) is the likelihood function and gives
a measure of how well the model fits the data, and P(w, α, σ2) is
the prior distribution for the parameters.
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Table 2. Derived abundances and associated uncertainties ([X/H] in dex) for the primaries FGK stars.

Star [C/H] [O/H] [Na/H] [Mg/H] [Al/H] [Si/H] [Ca/H] [Sc II/H] [Ti/H] [V/H] [Cr/H] [Mn/H] [Co/H] [Ni/H] [Zn/H]

HIP 3540 0.08 –0.01 0.20 0.08 0.12 0.13 0.07 0.29 0.16 0.09 0.00 0.10 0.32
0.15 0.05 0.06 0.05 0.09 0.08 0.06 0.10 0.07 0.09 0.23 0.05 0.09

HIP 5110 –0.09 –0.21 –0.27 –0.11 –0.11 –0.26 –0.20 –0.09 0.10 –0.09 –0.12 –0.07 –0.13 –0.07
0.15 0.04 0.06 0.04 0.04 0.11 0.08 0.06 0.06 0.06 0.08 0.06 0.05 0.11

HIP 6130 –0.15 –0.15 -0.08 –0.03 –0.10 –0.12 –0.12 –0.05 –0.03 –0.07 –0.06 –0.09 –0.12 –0.14
0.17 0.04 0.07 0.04 0.03 0.07 0.07 0.05 0.06 0.06 0.08 0.06 0.05 0.10

HIP 6431 0.16 0.15 0.01 0.26 0.14 –0.03 0.13 0.24 0.37 0.17 0.32 0.22 0.16 0.19
0.12 0.05 0.06 0.06 0.04 0.09 0.08 0.05 0.08 0.06 0.09 0.06 0.05 0.09

HIP 6456 0.38 0.22 0.61 0.49 0.58 0.44 0.27 0.43 0.43 0.55 0.43 0.78 0.50 0.48 0.90
0.15 0.05 0.04 0.06 0.08 0.04 0.08 0.08 0.05 0.06 0.06 0.11 0.06 0.05 0.09

HIP 9094 –0.01 –0.06 –0.02 0.16 0.13 0.08 0.03 0.02 0.04 0.03 0.05 0.15 0.02 0.01 0.19
0.12 0.07 0.04 0.06 0.04 0.03 0.07 0.07 0.05 0.06 0.06 0.08 0.06 0.05 0.26

HIP 11565 –0.18 –0.21 –0.37 –0.16 –0.16 –0.41 –0.21 –0.09 0.18 –0.13 –0.24 –0.09 –0.21 0.01
0.20 0.05 0.06 0.04 0.07 0.15 0.10 0.06 0.06 0.06 0.08 0.08 0.05 0.30

HIP 11572 –0.04 0.18 0.09 0.21 0.10 –0.03 0.09 0.14 0.11 –0.02 0.05 0.08 0.02 0.23
0.20 0.27 0.06 0.04 0.04 0.08 0.08 0.05 0.06 0.06 0.08 0.07 0.05 0.11

HIP 12114 –0.16 0.01 –0.05 –0.13 0.10 –0.03 –0.16 –0.05 0.08 0.21 –0.08 –0.06 –0.01 -0.09 –0.08
0.20 0.10 0.05 0.06 0.03 0.04 0.08 0.08 0.06 0.07 0.06 0.08 0.06 0.05 0.13

HIP 21710 –0.14 –0.06 –0.14 –0.06 –0.10 –0.23 –0.07 0.07 0.20 –0.04 –0.08 0.01 –0.15 –0.09
0.20 0.05 0.06 0.04 0.03 0.12 0.13 0.06 0.07 0.08 0.08 0.06 0.06 0.09

HIP 26907 0.08 0.10 0.05 0.07 0.20 0.10 –0.02 –0.03 0.16 0.18 0.05 0.17 0.10 0.05 0.00
0.15 0.2 0.04 0.06 0.03 0.04 0.08 0.10 0.05 0.06 0.06 0.08 0.06 0.05 0.15

HIP 27253 0.26 0.35 0.48 0.34 0.41 0.36 0.23 0.38 0.29 0.34 0.33 0.58 0.35 0.36 0.29
0.10 0.10 0.09 0.11 0.04 0.03 0.07 0.08 0.05 0.06 0.06 0.09 0.06 0.05 0.11

HIP 28671 –1.12 –1.27 –0.68 –0.67 –0.96 –0.84 –0.70 –0.67 –1.13 –0.85 –0.01 –0.88 –1.07
0.15 0.05 0.06 0.05 0.07 0.24 0.08 0.18 0.10 0.16 0.05 0.11 0.09

HIP 32984 0.07 –0.05 –0.20 –0.01 0.03 –0.09 –0.08 0.06 0.26 0.05 0.06 0.05 0.02 0.04
0.18 0.04 0.06 0.04 0.04 0.13 0.08 0.06 0.06 0.07 0.09 0.06 0.05 0.09

HIP 40035 –0.08 0.03 –0.06 0.00 –0.13 –0.22 –0.09 –0.05 –0.11 –0.18 –0.09 –0.11 –0.33
0.10 0.09 0.06 0.07 0.09 0.08 0.06 0.07 0.07 0.08 0.05 0.05 0.09

HIP 62471 –0.60 –0.19 –0.59 –0.13 –0.28 –0.36 –0.56 –0.03 0.18 –0.08 –0.41 –0.30 –0.42 0.00
0.20 0.09 0.06 0.07 0.11 0.15 0.10 0.06 0.06 0.09 0.10 0.10 0.05 0.09

HIP 83591 –0.22 –0.46 –0.03 –0.61 –0.46 –0.71 0.05 0.32 –0.33 –0.70 –0.39 –0.64 –0.80
0.07 0.13 0.04 0.12 0.16 0.08 0.07 0.06 0.06 0.09 0.08 0.06 0.09

HIP 11690 –0.04 –0.02 0.01 0.09 0.06 0.00 –0.01 –0.04 –0.02 –0.02 –0.01 –0.01 –0.05 –0.03 –0.05
0.10 0.10 0.04 0.06 0.03 0.03 0.07 0.08 0.05 0.05 0.06 0.08 0.06 0.05 0.12

HD 24916 0.04 0.06 –0.20 –0.27 –0.03 0.02 –0.37 –0.10 0.00 0.31 0.04 0.01 0.06 –0.03 0.08
0.20 0.07 0.07 0.06 0.04 0.04 0.18 0.10 0.06 0.06 0.06 0.09 0.06 0.05 0.13

The posterior in Eq. (3) cannot be computed directly; it is
common to decompose it, as

P(w, α, σ2|x) = P(w|x, α, σ2)P(α, σ2|x), (4)

where the first term in Eq. (4) is the posterior over the weights
which can be computed analytically. Therefore, the optimisa-
tion of the evidence or the learning process reduces to the
maximisation of

P(α, σ2|x) ∝ P(x|α, σ2)P(α)P(σ2) (5)

with respect to α and σ2. The ARDR analysis was done with the
SCIKIT-LEARN python package (Pedregosa et al. 2011) where the
α and σ2 hyper-parameters are assumed to follow a Gamma dis-
tribution. More details about Bayesian inference and the ARDR
technique can be found in MacKay (1992); Tipping (2001) as
well as on the SCIKIT-LEARN tutorials.

Initially, all 19 training stars and a total of 17 PCs were
used. Stellar abundances were computed in this way for our

sample of M dwarfs. The derived M dwarf metallicities were
compared with a sample of nearby solar-type FGK stars coming
from our previous works (Maldonado et al. 2015a). This sam-
ple was selected for comparison because the stars were analysed
using similar spectra and the same methodology as for the abun-
dances of the FGK primaries of our training M dwarfs11. We find
that the derived M dwarfs metallicities are shifted towards higher
values when compared with the metallicities of the nearby FGK
stars. This could be related to the fact that most of our training
stars have metallicities larger than −0.10 dex, while only three
training stars have metallicities below this value. We discuss this
issue with more detail in Sect. 3.6. To overcome this difficulty we
performed a series of simulations in which 17 out of the 19 stars
in the training dataset were randomly selected as training stars.
For each simulation, we compared the metallicity distribution
derived for our M dwarfs with the known metallicity distri-
bution of the nearby solar-type FGK stars using a two-sample

11 With the only exception of the carbon abundances, which in
Maldonado et al. (2015a) were derived from atomic lines.
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Kolmogorov-Smirnov test (hereafter KS test). We selected the
“optimal” training dataset as the one that provides the most sim-
ilar metallicity distribution to the one of the FGK stars. We
note that to force the metallicity distribution of M dwarfs to be
similar to the one of nearby FGK stars is a common practice
and has been used before to derive empirical calibrations for M
dwarf metallicities (e.g. Johnson & Apps 2009; Schlaufman &
Laughlin 2010). It is also worth noting that instead of using all
the stars included in Maldonado et al. (2015a) we restricted the
comparison to FGK stars within ∼70 pc (as our training stars are
located within this distance) and with Galactic spatial velocity
components (U, V , W) similar to the ones of the training data
set. In this way we ensure that the comparison is not biased by
stars located at different distances or belonging to different kine-
matic populations. Further, the star NLTT 15601 was discarded
from the training dataset as its PCs deviate in a clear way from
the values of the rest of the stars in the training dataset. We note
that this star is the one with the lowest S/N of the whole training
dataset.

The final number of training stars used in the computations
amounts to 16 while the number of PCs is 14. In this way we
use the maximum number of PCs while allowing for one degree
of freedom. Figure 2 shows the comparison of the abundances
derived for the training stars using our PCA technique with the
abundances derived from the primaries, while the standard devi-
ation of the differences for each element is shown in Table 3.
We also show the number of training stars and PCs used as
well as the residual mean square (RMS), the root-mean squared
error (RMSE), and the coefficient of determination (R2); see e.g.
Appendix in Rojas-Ayala et al. (2012). We note that for Ti and Cr,
whose abundances can be derived from lines of the neutral atom
as well as from lines from the single ionised atom, we consider
the abundances derived from lines of the neutral atom as these
are more abundant than the single ionised lines. The opposite
is true for Sc, and abundances from lines of the single ionised
atom were considered as they are more abundant. In general, we
find that the differences between our derived abundances and
those measured in the FGK primaries have standard deviation
lower than ∼0.10 dex, the RMS and RMSE values are close to
zero, and the value of R2 is close to one, as expected when a
model fit is useful for prediction. Slightly higher dispersions are
found for elements like Mg, Ca, and V for which we note that
their abundances are more difficult to measure even in solar-type
stars. Indeed, for some stars we were not able to derive the abun-
dances of C or Al. Therefore, for these elements we were forced
to use less training stars and a lower number of PCs. As far as
oxygen abundances are concerned, we were only able to measure
the abundances in FGK primaries in six stars, and the method-
ology (using four PCs) fails to derive reliable values. We discuss
the effect on the results of the number of training stars and PCs
used in the following section.

The derived abundances for our sample of M dwarfs are
given in Table A.4.

3.4. Validation of the methodology I: comparison with FGK
stars

As mentioned, we applied the PCA plus ARDR methodology
to our sample of “problem” M dwarfs described in Sect. 2.
Unfortunately, we do not have a sample of M dwarfs with
known abundances determined from spectroscopy to validate our
methodology. Some effort has been made to apply the spec-
tral synthesis methods to M dwarfs, but to the best of our
knowledge they are mainly focused on a small number of stars

Table 3. Standard deviation of the differences, residual mean square,
mean squared error, and coefficient of determination between the PCA-
derived abundances of the training stars and those measured in the
corresponding primaries.

[X/H] ntraining n(PCs) σ RMS RMSE R2

Fe 16 14 0.04 0.03 0.00 0.99
C 15 13 0.03 0.03 0.00 0.99
Na 16 14 0.05 0.05 0.00 0.98
Mg 16 14 0.12 0.11 0.01 0.86
Al 13 11 0.05 0.05 0.00 0.93
Si 16 14 0.07 0.07 0.00 0.93
Ca 16 14 0.12 0.11 0.01 0.83
ScII 16 14 0.05 0.05 0.00 0.98
TiI 16 14 0.06 0.06 0.00 0.94
V 16 14 0.12 0.12 0.01 0.79
CrI 16 14 0.04 0.04 0.00 0.99
Mn 16 14 0.07 0.06 0.00 0.97
Co 16 14 0.02 0.02 0.00 0.99
Ni 16 14 0.05 0.05 0.00 0.97
Zn 16 14 0.09 0.08 0.01 0.96

and mainly analyse strong atomic lines at wavelengths redder
than the HARPS/HARPS-N spectral coverage (e.g. Woolf &
Wallerstein 2005; Bean et al. 2006; Abia et al. 2020). Abundance
analyses of M dwarfs in the near-infrared have also been per-
formed but on a small number of stars (e.g. Önehag et al. 2012;
Souto et al. 2017).

Therefore, we need to find alternative ways of testing the
reliability of our methods. As a first step to validate our method-
ology, we compare the [X/H]-versus-[Fe/H] trends derived from
our M dwarfs with those known for FGK stars, as it is reason-
able to expect similar trends for both types of stars. As before,
the abundance for the FGK stars came from our previous works
(Maldonado et al. 2015a), although we now use the full dataset.
The corresponding plots are shown in Fig. 3. Several conclu-
sions can be drawn from this figure: good agreement between
FGK and M stars is found for the abundances of C, Na, Si, Ti,
Cr, Mn, and Ni, although some outliers can be seen, especially at
low and high abundance values. The [X/H]-versus-[Fe/H] rela-
tionship shows a larger spread when the abundances of Al and
Zn are considered, with M dwarfs having slightly lower Zn abun-
dances. We note that for these elements, even for solar-type stars,
their abundances are based on a relatively small number of lines.
For V and Ca, the general tendencies for FGK and M dwarfs are
slightly different. For Mg and Sc, the tendency is similar, but M
dwarfs seem to have lower abundances. The opposite is true for
Co, with M dwarfs having higher abundances.

3.5. Validation of the methodology II: cross-validation with
FGK stars

While PCA and Bayesian methods have already been used to
determine stellar parameters and abundances, it is clear that the
small number of training stars used in this work might raise
some concern as to the applicability of these techniques. In other
words, we need to be sure that sparse Bayesian methods do effec-
tively avoid over-fitting and can be safely applied even with a
small number of training stars.

We therefore performed a cross-validation of the technique,
using it to derive the stellar abundances of a sample of FGK stars
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Fig. 2. Stellar abundances, [X/H], derived for the M dwarfs included in the training dataset using our PCA–Bayes technique versus the abundances
measured in the corresponding primary stars. The red line denotes the one-to-one relationship.

with HARPS/HARPS-N spectra. We use a total of 37 HARPS
spectra from our previous works. Giant stars were excluded
and only stars with measured abundances for all elements were
considered.

A total of 100 simulations were performed. In each simula-
tion 16 stars were randomly selected as the training dataset and
exactly the same procedure as used for the M dwarfs was applied.
In particular, we note that we keep the number of PCs used to 14
(as in the M dwarfs case). Figure 4 shows the results for one
of the simulations, where the abundances derived from the PCA

methodology are compared with the measured abundances for
both the training (red circles) and problem stars (blue crosses).

We consider the standard deviation of the differences
between the stellar abundances and the PCA-derived values as
a measure of the goodness of the technique. For each simula-
tion and for each element, we compute the standard deviation
of the differences between the PCA–Bayes derived abundances
and those derived from a curve-of-growth approach from mea-
sured EWs of selected lines in the stellar spectra (as described
in Sect. 3.1). We plot the distributions of the 100 standard
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Fig. 3. [X/H] versus [Fe/H] for FGK stars (blue plus symbols), the M dwarf training stars (green circles), and our sample of “problem” M stars
(red crosses).

deviations from the 100 simulation in Fig. 5. Excluding some
outliers, for most elements the agreement between the PCA-
derived abundances and those measured in the usual way is better
than 0.10/0.15 dex. An agreement between 0.10 and 0.20 dex
is found for some elements, such as Na, Mn, and Zn, whose
abundances are based only on a small number of lines.

Our results show that the PCA–Bayesian fit technique can
provide reliable results even if a low number of stars (as is our
case) is considered in the training dataset. Certainly, a larger
number of M dwarfs in the training dataset would be desirable,
especially at low-abundance values. We discuss this possibility
in Sect. 6.

3.6. Metallicity scale of M dwarfs: comparison with previous
works

We compare the metallicity values derived from the new PCA
technique with those previously reported in the literature. Val-
ues for the comparison include: those values computed by us
using our previous “msdlines” technique (see Sect. 2, MSDL);
the metallicities provided by Rojas-Ayala et al. (2012, hereafter
RA12) which are derived from spectral indexes in the near-
infrared domain; the values by Önehag et al. (2012, hereafter
ON12) who perform spectral synthesis in the infrared J band;
those derived by Neves et al. (2013, NE13) who use a technique
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Fig. 4. PCA-derived abundances versus stellar abundances for our sample of FGK stars with HARPS/HARPS-N spectra from one of the performed
simulations. The training dataset is shown as red circles while problem stars are shown as blue crosses.

based on pseudo-equivalent widths of spectral features mea-
sured in optical high-resolution spectra; the values by Gaidos
et al. (2014, GA14) computed from metal-sensitive atomic and
molecular features; the values derived by Newton et al. (2014,
NE14) from spectral lines and indexes in moderate-resolution
near-infrared spectra; values from Woolf & Wallerstein (2020,
WW20) who perform spectral synthesis in the spectral range
5700–10 000 Å; values derived by Souto et al. (2020, SO20) who
perform spectral synthesis on APOGEE spectra in the H band;
and values derived by Passegger et al. (2019) using stellar param-
eters from high-resolution spectra from spectral synthesis in
both the visible wavelength range (PA19-V) and the near-infrared
(PA19-N).

A comparison of iron abundances is shown in Fig. 6 while
Table 4 shows the main statistics of the comparisons. The agree-
ment is good overall in all cases with RMSE values lower than
0.10 dex (i.e. the typical uncertainties reported in M dwarf
abundances).

As an additional test, in Fig. 7 we show the empirical cumu-
lative distribution function (ECDF) of the derived metallicities
compared to the metallicities of FGK stars. We also show the
results if all the 19 training stars are considered as well as the
ECDF obtained using the “msdlines” metallicities and the NE12
calibration. Several conclusions can be drawn from this figure:
metallicity values derived from photometry (we recall that the
msdlines method was calibrated using NE12 because of a lack
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Fig. 5. Obtained standard deviations of the differences between the PCA-derived abundances and the measured stellar abundances for our sample
of FGK stars with HARPS/-N spectra. The histograms show the results from 100 simulations. Outliers are excluded from the plot.

of high-resolution spectroscopic observations of M dwarfs in
binary systems around solar-type stars) provide an ECDF shifted
towards lower metallicities in comparison with FGK stars for
metallicity values higher than −0.20 dex. If no selection of the
training dataset is performed, PCA–Bayes-derived metallicities
are shifted towards higher values when compared with FGK
stars. As mentioned before, this is likely a dataset shift caused
by selection bias as most of our training stars have metallicities
higher than +0.00 dex. Although several methods are available
to deal with this problem (e.g. density ratio estimator) they have
provided unsuccessful results, probably because of our reduced
number of training stars. Our finally adopted metallicity values
for M dwarfs do reproduce the metallicity behaviour of nearby
solar-type stars. A KS test between our derived M dwarf metal-
licities and the FGK metallicities returns the values D = 0.04
and p-value = 0.99, with neff = 112.5, meaning that both samples
show statistically identical metallicity distributions.

As a final test we checked whether our derived metallicities
show any correlation with the stellar effective temperatures and

masses finding no significant correlation between these quan-
tities. For metallicity and temperature the Spearman’s rank ρ
is −0.0959± 0.0696 with a z-score =−0.578± 0.422, while for
metallicity and stellar mass we obtain ρ= 0.0548± 0.0700 and
z-score = 0.329± 0.422. The statistical tests were performed by a
bootstrap Monte Carlo (MC) simulation plus a Gaussian random
shift of each data point within its error bars (Curran 2014)12. This
result is expected as we derive these quantities using independent
methodologies. We note that, unlike photometric calibrations,
our PCA–Bayes metallicities are not based on stellar evolution
models.

As far as other abundances besides iron are concerned, only a
few elemental abundances for a small number of stars are avail-
able in the literature. WW20 also compute abundances of Ti,
while SO20 derive abundances of C. The corresponding com-
parisons are shown in Fig. 8. It is clear that our derived Ti
abundances are higher than those previously reported and there

12 https://github.com/PACurran/MCSpearman/
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Fig. 6. Comparison between the iron abundances derived in this work and those previously reported in the literature. The red line denotes the
one-to-one relationship.

seems to be an offset between our derived abundances and those
reported in WW20. The reason for this offset is not clear given
the good agreement between WW20 and our results for the iron
abundance. For carbon, SO20 abundances are higher but the
agreement is good overall and there seems to be a linear relation-
ship between our abundances and those given in SO20. Finally,
Souto et al. (2018, SO18) derived abundances of several elements
(namely Fe, C, Mg, Al, Ca, and Ti) from near-infrared spectra for
the star Gl 447.

3.7. Stellar abundance and kinematics

Stars of the thin and thick disc populations are known to dif-
fer in terms of age, chemical composition, spatial distribution,
and kinematics. Thin-disc stars rotate faster than the local stan-
dard of rest and show solar α-element abundances. On the other
hand, the thick disc is enriched in α elements and lags behind the
local standard of rest (e.g. Reddy et al. 2003, 2006; Bensby et al.

2014). Most of our targets have a kinematics compatible with
the thin-disc population. If we consider the metallicity values
derived from our PCA–Bayes analysis, we note that the mean
metallicity of these stars is +0.01 dex. On the other hand, for
the stars that are possible members of the thick-disc population
our new technique gives a mean metallicity of −0.39 dex. As
is common in the literature, we consider Mg, Si, Ca, and Ti as
α elements. Whilst thin-disc stars in our sample show a mean
[α/Fe] value of −0.11 dex, thick discs have larger α abundances
with a mean value of +0.10 dex.

This can also be seen in Fig. 9 where we show the Toomre
diagram of the observed stars. Stars are plotted with different
colours and symbols according to their metallicities (left) and
[α/Fe] abundances (right). The dashed lines indicate values of
constant total velocities. The figure shows that low-metallicity
stars span a much larger range of total velocities than the
metal-rich stars. On the other hand, stars with higher [α/Fe]
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Table 4. Standard deviation of the differences, residual mean square,
mean squared error, and coefficient of determination between the PCA-
derived abundances of the training stars and those provided in previous
works.

[X/H] nstars σ RMS RMSE R2

MSDL Fe 196 0.22 0.23 0.05 –2.04
RA12 Fe 38 0.19 0.19 0.04 0.42
ON12 Fe 10 0.14 0.14 0.02 0.07
NE13 Fe 100 0.19 0.24 0.06 –0.16
GA14 Fe 81 0.19 0.19 0.03 0.10
NE14 Fe 21 0.22 0.22 0.05 –0.12
WW20 Fe 14 0.25 0.28 0.08 –0.72
SO20 Fe 9 0.14 0.15 0.02 0.72
PA19-N Fe 84 0.28 0.36 0.13 –1.17
PA19-V Fe 85 0.23 0.24 0.06 –1.31

WW20 Ti 14 0.15 0.31 0.10 –1.90
SO20 C 9 0.14 0.19 0.04 –0.15

SO18 6 0.13 0.15 0.02 –3.40

Notes. We note that for SO18 we compare the abundances of six
different species for one single star.
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Fig. 7. [Fe/H] empirical cumulative distribution function for the derived
metallicities with those obtained with other methods. See text for
details.

abundances show larger total velocities. We conclude that our
derived abundances reproduce the known kinematic trends from
the different stellar populations.

3.8. Stellar abundances and activity

In cool stars with convective outer layers, chromospheric activ-
ity and rotation are linked by the stellar dynamo (e.g. Kraft 1967;
Noyes et al. 1984; Montesinos et al. 2001) and both (activity and
rotation) are known to decrease with time as a star loses angu-
lar momentum with stellar winds via magnetic braking (Weber
& Davis 1967; Jianke & Collier Cameron 1993). On the other
hand, stellar metallicity reflects the enrichment history of the
interstellar medium (e.g. Timmes et al. 1995), and for a given
spectral type, young stars are expected to show higher metallic-
ity values. In addition, stars with a greater metallicity may be
more active because their convection zones tend to be deeper
than those of less metallic stars with the same parameters and
because the chromospheric emission in metal spectral lines may

be enhanced (cf. Karoff et al. 2018). We caution that this result
has been observed in only one solar twin star, and so similar
analyses on other stars are needed for confirmation. In particu-
lar, it is unclear whether it would also hold for low-mass stars,
and especially for fully convective late-M dwarfs.

We tested whether this is the case. Activity indexes in the
main optical indicators, Ca II H and K, Balmer lines (from Hα
to Hε), Na I, D1, D2, and He I D3 were computed following the
bandpasses defined in Maldonado et al. (2019a). Figure 10 shows
the mean Ca II (left) and Hα (right) activity index values of the
stars divided into three metallicity bins as a function of spec-
tral type. When considering the calcium index the figure clearly
shows a tendency for higher levels of activity at higher metal-
licities for a given spectral type, which suggests that stars with
higher activity have higher metallicities. For Hα, the tendency
is even more clear. Similar results are obtained for the other
activity indexes (not shown). Our conclusion is that our derived
abundances reproduce the expected trends with stellar activity.

4. Completeness of the planet host sample

Our aim is to understand planet formation and evolution as a
function of the main stellar properties. It is therefore fundamen-
tal to our analysis to select stars for which planets of a given mass
and period can be detected in a uniform way. In order to esti-
mate the detectability limits of our planet hosts, we proceeded
as in Maldonado et al. (2019b). For each star we collected all
the available HARPS and HARPS-N data. We are aware that for
many stars there should be radial velocities measured with other
instruments. However, given that radial-velocity time series are
usually not available for non-planet detections, we decided to
focus only on HARPS and HARPS-/N data. This is certainly
a conservative approach, as it might overestimate the detection
limits for some periods. However, it is a robust and homogeneous
method and allows us to obtain an efficient determination of the
detection limits. More detailed detection limits around samples
of M dwarfs, in particular for the stars included in the HADES
survey, will be addressed in forthcoming studies.

For each star, radial velocities were computed from the avail-
able data using the TERRA pipeline (Anglada-Escudé & Butler
2012), which provides a better radial-velocity accuracy when
applied to M dwarfs (Perger et al. 2017). For those stars with
known planets, we used the code rvlin13 (Wright & Howard
2009) to subtract the contribution of the planets to the radial
velocity using a multiplanet Keplerian fit with the planetary
periods fixed to the published values.

We then computed the expected radial-velocity semi-
amplitude due to the presence of different types of planets
by sampling in logarithmic space the planetary mass–period
space. In particular, planetary masses from 0.005 to 80 MJup

and orbital periods from 1 to 104 days were considered. Cir-
cular orbits were considered, as it has been shown that planet
detection limits are not strongly dependent on eccentricity (Endl
et al. 2002; Cumming & Dragomir 2010). For each planet, the
expected radial velocities were computed keeping the same time
as in the original observations. Several realisations of the radial
velocity were performed, each one corresponding to a differ-
ent phase offset. Following previous works (Galland et al. 2005;
Lagrange et al. 2012; Meunier et al. 2012), we consider a planet
as detectable around a given star if the root mean square (rms) of
the planet’s expected radial velocity is larger than the rms of the
residuals of the stellar radial velocity (i.e. after subtracting the

13 http://exoplanets.org/code/
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Fig. 8. Comparison between our PCA–Bayes-derived abundances and those reported by WW20 (Ti, top left panel), SO20 (C, top right panel), and
SO18 (Fe, C, Mg, Al, Ca, and Ti for the star Gl 447, bottom panel). The red line denotes the one-to-one relationship.

Fig. 9. Toomre diagram for the stars analysed in this work. Stars are shown with different colours and symbols according to their iron abundances
(left) and [α/Fe] abundances (right). Intervals in [Fe/H] and [α/Fe] were selected to show the stars in the Q10 and Q90 quartiles of the distribution.

signals of the already known planets) in each of the simulated
phases.

The derived detection probability curves are shown in
Fig. 11. For each period, the curves show the percentage of stars
from our sample for which planets with corresponding minimum
mass can be detected. The results show that for ∼80% of the stars
in our sample, low-mass planets within a ten-day period might
be detected. Gaseous planets more massive than 100 M⊕ and
∼200 M⊕ with periods within 100 and 1000 days, respectively,

can also be excluded for ∼80% of the stars. It can be seen that
several known planets are actually located under the 2% prob-
ability curve. This is not surprising; as mentioned before our
approach is relatively conservative.

5. Results

Our sample is composed of a total of 204 stars with homo-
geneous mass and metallicity measurements. Five stars host at
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Fig. 10. Ca II H and K (left) and Hα (right) activity indexes as a function of spectral sub-type. Mean values for stars in three bins of metallicity
are shown with different colours.

Fig. 11. Minimum mass vs. planetary period. Substellar companions
known around M dwarfs are shown as grey circles. Detection probability
curves are superimposed with different colours. The horizontal dashed
line indicates the standard mass loci of low-mass planets and gas-giant
planet companions.

least one giant planet (hereafter giant-host subsample), while
29 stars harbour at least one low-mass planet (hereafter low-mass
host subsample). Two stars, namely GJ 15A and Gl 433, host
at least one low-mass planet (Gl 433 hosts two) plus an addi-
tional planet somehow in the boundary between low-mass and
giant (minimum masses 36 and 32 M⊕, respectively). These two
stars were considered in the low-mass planet subsample. On the
other hand, Gl 832 and Gl 876 harbour low-mass companions

as well as planets more massive than 200 M⊕, and so we add
these stars to the giant-host subsample. As seen before, given
the available data, it is unlikely that stars in the low-mass host
and comparison subsamples host a non-detected gas-giant planet
at short periods (with the data at hand, they should already have
been detected). However, we cannot rule out the possibility that
stars in the comparison subsample host non-detected low-mass
planets. In the following, unless otherwise noted, we con-
sider the stellar metallicity values derived with the PCA–Bayes
technique.

5.1. Biases

Before we proceed further in the comparison between the dif-
ferent subsamples, an exploration of the possible sources of bias
that could mimic metallicity differences is called for. To this end,
we compared the different subsamples in terms of distance, age,
and kinematics, which are the parameters most likely to affect
the metal content of a star. The comparison is given in Table 5,
while Fig. 12 shows the corresponding cumulative distribution
functions for the distance (left), age (centre), and the Toomre
diagram (right).

The comparison shows that while there seems to be no dif-
ferences in terms of age or kinematics between planet hosts
and the comparison stars, stars with planets tend to be sys-
tematically located at shorter distances. We note that typical
uncertainties in the stellar age are of around 4 Gyr, while
errors on the distance are of around 0.03 pc. A KS test con-
firms that there are no differences in terms of age (D = 0.24,
p-value = 0.18, neff = 18.94 for comparison/low-mass hosts; and
D = 0.36, p-value = 0.43, neff = 5.75 for comparison/giant hosts),
while low-mass planet hosts are located at shorter distances
(D = 0.41, p-value = 0.0002, neff = 26.1 for comparison/low-mass
hosts; and D = 0.28, p-value = 0.59, neff = 6.7 for compari-
son/giant hosts). This trend could reflect a bias in the exoplanet
surveys, as closer stars are usually brighter and thus higher-
S/N observations can be obtained with shorter integration times.
Therefore, closer and brighter stars can be observed with a more
dense temporal cadence and higher S/N values, thus favouring
the detection of planets.
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Table 5. Comparison between the properties of the different samples analysed in this work.

Comparison Giant hosts Low-mass hosts
Range Mean Median Range Mean Median Range Mean Median

Distance (pc) 1.83/45.60 13.24 10.90 4.68/15.20 9.70 10.38 1.30/23.62 7.94 6.47
Age (Gyr) 0.65/9.78 8.00 8.10 7.72/8.30 8.03 8.13 6.40/8.46 7.98 8.00

D/TD (†) (%) 77 (D); 4 (TD); 17 (TR); 2 (H) 86 (D); 14 (TR) 80 (D); 3.3 (TD); 13.3 (TR); 3.3 (H)

Notes. (†)D: thin disc, TD: thick disc, TR: transition, H: halo.

Fig. 12. Cumulative distribution function for the distance (left), age (centre), and Toomre diagram (right) for the stars analysed in this work.

Fig. 13. [Fe/H] (left) and stellar mass (right) cumulative distributions for the different samples studied in this work.

5.2. Metallicity distribution

The cumulative distribution function of the metallicity for the
different samples analysed in this work is presented in the left
panel of Fig. 13. For guidance, some statistical diagnostics are
also given in Table 6. The figure shows a tendency of giant
hosts to show high metallicities although their cumulative dis-
tribution does not appear to be very different from those of
the comparison sample. On the other hand, the low-mass hosts
also show a similar metallicity distribution to the comparison

sample. A KS test shows that there are no statistically signif-
icant differences between the metallicity distributions of the
three subsamples (D = 0.21, p-value = 0.16, and neff = 26.1 for
comparison/low-mass hosts; and D = 0.25, p-value = 0.70, and
neff = 6.7 for comparison/giant hosts).

Figure 13 shows that M dwarfs with gas-giant planets
might have high metallicity values (suggesting that the gas-giant
planet–metallicity correlation found on FGK stars might also
hold for M dwarfs) although the trend requires statistical con-
firmation. On the other hand, stars with low-mass planets do not
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Table 6. [Fe/H] statistics of the stellar samples.

Sample Mean Median Deviation Min Max N

Comparison –0.04 +0.00 0.27 –1.08 0.78 166
Low-mass –0.07 –0.06 0.18 –0.77 0.20 31
Giants 0.09 0.08 0.21 –0.23 0.44 7

Fig. 14. Fraction of gas-giant planets (light orange) and low-mass planets (light blue) as a function of the stellar [Fe/H] (left) and stellar mass
(right). The best bin fitting is shown in red for gas-giant planets and in blue for low-mass planets.

show the metal-rich signature. These results seem to be in line
with previous works (Bonfils et al. 2007; Johnson & Apps 2009;
Schlaufman & Laughlin 2010; Rojas-Ayala et al. 2012; Terrien
et al. 2012; Neves et al. 2013).

The left panel of Fig. 14 shows the fraction of gas-giant plan-
ets (light orange) and low-mass planets (light blue) as a function
of stellar metallicity. The errors in the frequency of each bin are
calculated using the binomial distribution,

P( fp, n,N) =
N!

n!(N − n)!
f n
p (1 − fp)N−n, (6)

where P( fp, n,N) is the probability of n detections given a sam-
ple of size N when the true planetary companion frequency is
fp. Given that the probability distribution is not symmetric about
its maximum, a common practice is to report the range in plan-
etary fraction that delimits 68.2% of the integrated probability
function, which is equivalent to the 1σ limits for a Gaussian dis-
tribution (e.g. Burgasser et al. 2003; Endl et al. 2006; Sozzetti
et al. 2009; Neves et al. 2013).

The fraction of stars with planets was fitted to a func-
tion with the functional form f = C10α[Fe/H], following pre-
vious works (e.g. Fischer & Valenti 2005; Udry & Santos
2007), although other functional forms have been discussed in
the literature (e.g. Mortier et al. 2013). Our analysis provides
C = 0.20± 0.03 and α=−0.12± 0.16 for the low-mass planets
hosts; and C = 0.04± 0.02 and α= 0.98± 0.87 for the giant hosts.

Two conclusions can be drawn from this analysis. First, the
frequency of low-mass planets does not seem to be a function
of the stellar metallicity. Furthermore, as the α value is neg-
ative there might be an anti-correlation, that is, a decreasing
fraction of planet frequency with increasing stellar metallicity.

This result seems to be in line with previous analyses of sam-
ples of M dwarfs (Neves et al. 2013). Second, gas-giant planets
show a planet–metallicity correlation with an α value compatible
within errors with the values found for FGK stars, namely ∼1.7
(e.g. Fischer & Valenti 2005). However, our value of α is lower
than previous values found in samples of M dwarfs, namely of
α ∼1.26–2.94 (Neves et al. 2013). Nevertheless, we caution that
the uncertainty on α is high, and we have not taken into account
a possible dependence of the planet fraction on stellar mass. We
address these issues in the following sections.

5.3. Mass distribution

Planet occurrence is also known to show a dependence on stel-
lar mass (Laws et al. 2003; Lovis & Mayor 2007; Johnson et al.
2007, 2010a). The right panel of Fig. 13 shows the cumulative
distribution function of the stellar mass for the samples anal-
ysed in this work. Planet hosts appear to be less massive than the
comparison stars, although this could be an observational bias,
as planets are easier to find around less massive stars. Some sta-
tistical diagnostics are also provided in Table 7. The results from
a KS tests provide D = 0.20, p-value = 0.19, and neff = 26.1 for
comparison/low-mass hosts; and D = 0.26, p-value = 0.69, and
neff = 6.7 for comparison/giant hosts.

The right panel of Fig. 14 shows the fraction of gas-giant
planets (light orange) and low-mass planets (light blue) as
a function of stellar mass. The fraction of stars with plan-
ets was fitted to a power-law function f = CMα

? as previous
works have shown that planet occurrence rises monotonically
with stellar mass (Johnson et al. 2010a). The derived values
are C = 0.06± 0.06 and α= 0.94± 1.23 for the gas-giant-planet
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Table 7. Stellar mass statistics of the stellar samples.

Sample Mean Median Deviation Min Max N

Comparison 0.43 0.45 0.16 0.10 0.71 166
Low-mass 0.38 0.36 0.14 0.13 0.61 31
Giants 0.44 0.46 0.09 0.31 0.58 7

hosts; and C = 0.18± 0.05 and α=−0.41± 0.25 for the low-mass-
planet hosts.

Our results show that gas-giant planet occurrence increases
with stellar mass in line with previous findings (Johnson et al.
2010a; Montet et al. 2014), while the frequency of low-mass
planets tends to decrease as we move towards more massive stars.
This last finding might be subject to observational bias due to the
fact that small planets are easier to detect around less-massive
stars. However, we note that a similar trend, that is, a higher fre-
quency of planets towards less massive stars has been found in
the Kepler data (Hardegree-Ullman et al. 2019).

5.4. Simultaneous fit to stellar mass and metallicity

Finally, we test planet frequency as a function of stellar mass
and metallicity simultaneously. For this purpose, we followed a
Bayesian approach, discussed at length in Johnson et al. (2010a),
Mortier et al. (2013), and Montet et al. (2014).

Briefly, we fit the planetary frequency as a function of the
mass and metallicity through the following relationship:

f (M, F) = CMα10βF , (7)

where M is the stellar mass, F is the stellar metallicity, and
X = (C, α, β) are the parameters to be optimised. Each star rep-
resents a Bernoulli trial and the probability of finding a planet at
a given mass and metallicity is given by the binomial distribu-
tion. For a total of T stars, the probability of a detection around
a star i (of H total detections) is given by f (Mi, Fi), while the
probability of a non-detection around a star j is 1 − f (M j, F j).
The probability of a specific model X, considering our data d, is
given by the Bayes theorem:

P(X|d) ∝ P(X)
H∏
i

f (Mi, Fi)×
T−H∏

j

[1 − f (M j, F j)]. (8)

The mass and metallicity of each star are considered to fol-
low a Gaussian distribution with means (Mi, Fi) and standard
deviations (σM,i, σF,i), and so the predicted planet fraction for
the ith star is:

f (Mi, fi) =

"
pobs(Mi, Fi) f (M, F)dMdF. (9)

The marginal log likelihood is finally obtained by taking
logarithms in Eq. (8):

L ≡ log P(X/d) ∝
H∑
i

log f (Mi, Fi) +

T−H∑
j

log[1 − f (M j, F j)]

+ log P(X). (10)

Our results are shown in Table 8 where the median values
and their corresponding 68.2% confidence interval are pro-
vided, while Fig. 15 shows the marginal posterior probability

Table 8. Parameters of the Bayesian fit.

Gas-giant hosts

Parameter Uniform Value 68.2% confidence
prior interval

C (0.00, 0.15) 0.08 (+0.05, –0.05)
α (–3.0, 6.0) 1.77 (+1.93, –1.53)
β (–1.0, 9.0) 1.28 (+0.88, –0.86)

Low-mass hosts

Parameter Uniform Value 68.2% confidence
prior interval

C (0.00, 0.15) 0.07 (+0.05, –0.05)
α (–3.0, 5.0) 0.02 (+0.65, –0.54)
β (–3.0, 6.0) –0.16 (+0.38, –0.38)

distribution functions for the model parameters for the gas-
giant planets (left) and for low-mass planets (right). Uniform
distribution priors were chosen for the parameters.

Table 9 shows a comparison between the results from this
work and those previously reported in the literature. Our results
are consistent with a planet–metallicity correlation for gas-giant
planets. We find that the dependence of the gas-giant planet
frequency on stellar metallicity, β= 1.28, is lower than what is
known for FGK stars but is compatible within errors; that is,
the frequency of gas-giant planets goes as ∼102[Fe/H]. In partic-
ular we note that our result is fully compatible with the findings
of Johnson et al. (2010a), based on an analysis of FGKM stars
including intermediate-mass subgiants. However, our results
suggest a weaker gas-giant-planet–metallicity correlation than
that found in recent works focusing on M dwarfs, which found
a dependency on metallicity with β values of between 2 and 4
(Neves et al. 2013; Montet et al. 2014). We also find a stronger
dependence of the gas-giant planet frequency on stellar mass,
α= 1.77, than recent works. That is, we find a slightly weaker gas-
giant-planet–metallicity correlation in M dwarfs, but a stronger
planet–stellar mass correlation, and so it is possible that lower
metallicity environments can be compensated by a higher stellar
(and therefore disc) mass, allowing gas-giant-planet formation to
occur. This is consistent with the view that the mass of solids
in protoplanetary discs is the main factor controlling the for-
mation of planets and can be explained in the framework of
core-accretion models (e.g. Pollack et al. 1996; Ida & Lin 2004;
Mordasini et al. 2009, 2012).

Regarding low-mass planets, their frequency does not seem
to depend on the stellar mass (in disagreement with what we find
in the bin fitting). We confirm that the frequency of low-mass
planets does not depend on, or might show an anti-correlation
with, increasing stellar metallicity.

As the value of β derived here is lower than the values
obtained by other works focusing on M dwarfs, we repeated our
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Fig. 15. Marginal posterior probability distribution functions of the fit to Eq. (7) for gas-giant planets (left), and for low-mass planets (right). The
metallicity values used in this analysis are those derived with the PCA–Bayes technique developed in this work.

Table 9. Comparison with previous works.

[Fe/H] M? Stellar Notes
parameter parameter sample

FV05 2.0 FGK

US07 2.04 FGK [Fe/H] > 0.00
0.00 [Fe/H] < 0.00

JO10 1.2+1.0
−1.4 1.0+0.70

−1.30 FGKM

NE13 2.94± 1.03 M Giant hosts
–0.41± 0.77 M Low-mass hosts

M014 3.8± 1.2 0.8+1.1
−0.9 M

This work 1.28+0.88
−0.86 1.77+1.93

−1.53 M Giant hosts
(PCA/Bayes) –0.16± 0.38 0.02+0.65

−0.54 M Low-mass hosts

This work 3.94+2.57
−2.21 1.65+2.45

−2.12 M Giant hosts
(msdlines) –1.13+1.02

−0.99 0.22+0.69
−0.59 M Low-mass hosts

References. FV05: Fischer & Valenti (2005), US07: Udry & Santos (2007), JO10: Johnson et al. (2010a), NE13: Neves et al. (2013), MO14:
Montet et al. (2014).

analysis, this time using the metallicities obtained by the msd-
lines code. The results are C = 0.07+0.05

−0.05, α= 1.65+2.45
−2.12, and β=

3.94+2.57
−2.21 for the gas-giant hosts, and C = 0.09+0.05

−0.06, α= 0.22+0.69
−0.59,

and β= –1.13+1.02
−0.99 when considering the low-mass planet-host

subsample. The corresponding posterior distributions are shown
in Fig. 16. It can be seen that the values of the parame-
ter α obtained using the msdlines metallicities are similar to
the one obtained using the PCA–Bayes values for the low-
mass-planet sample. On the contrary, the value of β differs.
The value obtained using the PCA–Bayes metallicities is com-
patible with a rather flat dependency of the low-mass planet
frequency on stellar metallicity. However, the value obtained
when using the msdlines metallicities (β= –1.13) might indicate
an anti-correlation.

On the other hand, for the gas-giant sample we obtain a sim-
ilar mass dependency, but a clearly stronger correlation between
planet occurrence and stellar metallicity. This is in line with the
works of Neves et al. (2013) and Montet et al. (2014) who find

that M dwarfs should show a stronger giant-planet–metallicity
correlation than their FGK counterparts given their smaller
protoplanetary disc masses. We caution that the posterior dis-
tributions of the parameters α and β are very broad and their
associated uncertainties very high. This could be related to the
small size of the giant-host subsample.

Given that the msdlines metallicities are shifted towards
lower values when compared with the nearby FGK stars (see
Fig. 7) we speculate whether the very high β values found in
previous works (∼3, 4) and with our msdlines metallicities may
be related to the use of a photometric scale. However, further
analysis is required to clarify this issue.

5.5. Other chemical signatures

To try to find differences in the abundances of other chemical
elements besides iron, we show in Fig. 17 the cumulative dis-
tribution of the [X/H] abundances of the comparison M dwarfs,
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Fig. 16. Marginal posterior probability distribution functions of the fit to Eq. (7) for gas-giant planets (left) and for low-mass planets (right). The
metallicity values used in this analysis are those derived with the msdlines code.

Table 10. Comparison between the elemental abundances of the different subsamples.

Ion Comparison Giant hosts Low-mass hosts K-S test comparison/giants K-S test comparison/low-mass
Mean σ Mean σ Mean σ D p-value D p-value

C –0.03 0.22 0.04 0.08 –0.13 0.22 0.38 0.22 0.25 0.06
Na –0.03 0.17 0.08 0.10 –0.06 0.12 0.44 0.10 0.24 0.07
Mg –0.25 0.21 –0.06 0.18 –0.24 0.22 0.44 0.10 0.12 0.80
Al 0.05 0.18 0.18 0.13 –0.01 0.17 0.48 0.06 0.19 0.28
Si 0.02 0.19 0.06 0.10 –0.05 0.15 0.25 0.74 0.28 0.03
Ca –0.16 0.10 –0.17 0.05 –0.20 0.08 0.22 0.85 0.22 0.14
Sc –0.17 0.26 –0.01 0.18 –0.17 0.24 0.35 0.30 0.15 0.58
Ti –0.01 0.10 0.05 0.06 –0.02 0.07 0.51 0.04 0.18 0.35
V 0.14 0.09 0.18 0.04 0.14 0.06 0.38 0.24 0.14 0.63
Cr –0.03 0.18 0.05 0.11 –0.05 0.14 0.31 0.47 0.25 0.06
Mn –0.07 0.28 –0.05 0.16 –0.11 0.26 0.22 0.85 0.18 0.35
Co 0.08 0.21 0.13 0.14 –0.03 0.18 0.24 0.77 0.30 0.01
Ni –0.06 0.23 0.00 0.11 –0.12 0.20 0.27 0.66 0.23 0.10
Zn –0.22 0.34 –0.15 0.19 –0.17 0.29 0.19 0.95 0.13 0.71

Xα –0.07 0.20 –0.11 0.19 –0.08 0.10 0.25 0.73 0.20 0.23

the low-mass-planet hosts, and the giant-planet-host subsamples.
Some statistical diagnostics are shown in Table 10, where the
results of a KS test for each element are also listed.

Similar behaviour between planet and non-planet hosts is
found for all element abundances, both for gas-giant and low-
mass planets. However, slightly higher abundances of Ti, Na,
Mg, and Al can be seen for gas-giant-planet hosts. Slightly lower
abundances of Co for low-mass-planet hosts can also be seen. As
these trends are not statistically significant we conclude that our
results are similar to those for FGK stars where planet hosts have
been shown to have abundances that are indiscernible from those
of stars without planets (e.g. Bodaghee et al. 2003; Ecuvillon
et al. 2006; Gonzalez 2006; Gilli et al. 2006; da Silva et al. 2011;
Adibekyan et al. 2012a). We included the α abundance in our
analysis as Adibekyan et al. (2012b,a) showed that planet-hosting
stars with low-metallicity values tend to belong to the thick disc

and show high α values, but besides the general trend of higher
α abundances in less-metallic stars discussed in Sect. 3.7, no dif-
ferences in α abundances were found between planet hosts and
non-planet hosts. It is important to note that chemical differences
between planet hosts and non-planet hosts, when claimed, are
relatively modest. For instance, a depletion of only ∼0.08 dex in
refractory elements relative to volatile elements has been found
in the Sun and other solar analogues (e.g. Meléndez et al. 2009;
Ramírez et al. 2009). In Table 3 we list the standard deviation of
the differences between the PCA-derived abundances and those
measured in the corresponding primaries for our training dataset.
These values can be considered as a lower limit on the uncer-
tainties derived. It is clear that we are still far from achieving the
same precision in abundance analyses as that obtained for FGK
stars, and so small chemical differences beyond the limits of our
precision could still be present in our sample.
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Fig. 17. [X/H] cumulative fraction of low-mass-planet hosts (blue), gas-giant-planet hosts (red), and comparison M dwarfs (purple).

6. Conclusions

M dwarfs are considered to be promising targets in the search for
small, rocky, potentially habitable planets. They also constitute
valuable tools for understanding planet formation as a function
of stellar mass. However, analysis of their optical spectra has
proven to be a difficult task. In this work, we develop a technique
to derive stellar abundances of M dwarfs from the same opti-
cal, high-resolution spectra that are used in exoplanet searches,
that is, without relying on additional infrared observations or
atmospheric models.

Our methodology is based on the use of a PCA and Bayesian
regression methods. The procedure is trained with spectra of M
dwarfs orbiting around an FGK primary. We find the agreement
between the abundances derived using our method and those
measured in the FGK primary to be better than 0.10 dex in most
cases. While it is true that these dispersions should be regarded
as lower limits on the uncertainties of our technique, we believe
that it is encouraging to see that they are of the same order of
magnitude as the dispersion found in the individual abundances

of FGK stars when measured from different lines of the same
ion. A cross-validation of the technique performed on FGK stel-
lar spectra shows that in spite of the small training sample used,
the methodology seems to provide reliable abundances.

As we are lacking a suitable comparison sample, we are
forced to compare our derived abundances for M dwarfs with
the known trends for FGK stars. We find similar [X/H]-versus-
[Fe/H] trends for M dwarfs and FGK stars for most of the
ions. We also show that our PCA–Bayes metallicities repro-
duce the metallicity scale of nearby FGK stars. On the contrary,
metallicity values derived from photometry provide a ECDF dis-
tribution shifted towards lower metallicities in comparison with
FGK stars. Nevertheless, we recognise that the methodology
can be improved by observing more training stars. This is spe-
cially evident at low metallicities. Further observations of M
dwarfs in the near-infrared domain will help us to validate our
techniques.

To the best of our knowledge, we present the first detailed
chemical analysis of several elements for a large sample of M
dwarfs with and without surrounding gas-giant and low-mass
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planets. We note that while it is unlikely that giant planets are
hidden in the sample, we cannot discard the possibility that there
are more non-detected low-mass planets in the different subsam-
ples analysed in this work. A comparison of the properties of the
different subsamples reveals no differences in age or kinematics
between planet hosts and non-planet hosts. We find planet hosts
to be located at lower distances than the comparison sample. This
likely reveals the fact that closer stars are brighter and easier to
observe at higher S/N.

Regarding the dependency of the planetary fraction on stellar
metallicity and mass, our results confirm the findings of previous
works. That is, the frequency of gas-giant planets is a function
of the host star metallicity as well as a function of the host
star mass. However, we note that our PCA–Bayes metallicities
predict a weaker planet–metallicity correlation and a stronger
mass dependency than photometric values for giant-planet hosts.
On the other hand, the frequency of low-mass planets around
M dwarfs is not a function of stellar metallicity, although a
weak anti-correlation might be present. We also find an anti-
correlation between the frequency of low-mass planets around
M dwarfs and stellar mass in line with recent results from the
Kepler mission. However, we caution that this anti-correlation is
found only in the bin-fitting analysis, but not in the Bayesian fit.
For other elements besides iron, we do not find differences in the
abundance distributions of stars with and without planets. These
results are in line with what is known from the chemical analysis
of solar-type stars and can be explained within the framework of
core-accretion models.

We finally note that the homogeneous determination of stel-
lar abundances of M dwarfs might be of interest for many other
studies dealing with the local properties of the Galaxy, for exam-
ple the study of stars in clusters and other stellar associations.
Our codes are public available14 for the benefit of the whole
community.
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